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ABSTRACT 

In this article, we employ two distinct methods to derive simple closed-form approximations for the 

statistical expectations of the positive integer powers of Gaussian probability integral [ ( )]
p

E Qγ β γΩ
 
with 

respect to its fading signal-to-noise ratio (SNR) γ  random variable. In the first approach, we utilize the 

shifting property of Dirac delta function on three tight bounds/approximations for Q(.) to circumvent the 

need for integration. In the second method, tight exponential-type approximations for Q(.) are exploited to 

simplify the resulting integral in terms of only the weighted sum of moment generating function (MGF) of 

γ. These results are of significant interest in the development of analytically tractable and simple closed-

form approximations for the average bit/symbol/block error rate performance metrics of digital 

communications over fading channels. Numerical results reveal that the approximations based on the 

MGF method are much more versatile and can achieve better accuracy compared to the approximations 

derived via the asymptotic Dirac delta technique for a wide range of digital modulations schemes and 

wireless fading environments.  
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1. INTRODUCTION 

The Gaussian Q-function is defined as 

                             
21 1

( ) erfc( ) exp( / 2) ,  0
2 2 2x

x
Q x y dy x

π

∞

= = − ≥∫                                  (1) 

which corresponds to the complement of the cumulative distribution function (CDF) of a 

normalized (zero-mean, unit variance) Gaussian random variable. This mathematical function 

plays a vital role in the analysis and design of digital communications since the conditional error 

probability (CEP) of a broad class of coherent modulation schemes can be expressed either in 

terms of Q(x) alone or as a weighted sum of its integer powers (e.g., see Table 1, [1, Eqs. (8.36)-

(8.39)], [2, Chapter 4]). In addition, system performance measures such as the average symbol, 

bit or block error probabilities in fading channels typically involve taking the statistical 

expectation of Q(x) and its integer powers with respect to the random variable that characterizes 
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the fading channel (i.e., [ ( )]p
E Q x ). However, analytical difficulties associated with evaluating 

[ ( )]
p

E Q x  from its canonical integral representation of (1) (owing to the presence of the 

argument of the function in the lower limit of the integral) have led to the development of 

alternative exponential-type integral representations for the Q-function and its integer powers 

[1, Eqs. (4.2), (4.9), (4.31) and (4.32)], analytically simple and tight closed-form bounds and 

approximations for Q(x) [3]-[16], characteristic function method [21] and the asymptotic 

analysis approach [17]-[19].  

Table 1. CEP of several coherent digital modulation schemes. 

Modulation Conditional Symbol Error Probability Ps (γγγγ    ) 

BPSK ( 2 )Q γΩ  

M-PSK 2 ( 2 sin( / )),  4Q M Mγ πΩ ≥  (approx.) 

M-QAM 
( ) ( )2 24 3 / ( 1) 4 3 / ( 1) ,

where ( 1) /

Q M Q M

M M

λ γ λ γ

λ

Ω − − Ω −

= −

 

Differentially Encoded BPSK 

(DE-BPSK) 
( ) ( )22 2 2 2Q Qγ γΩ − Ω

 
DE-QPSK ( ) ( ) ( ) ( )2 3 44 8 8 4Q Q Q Qγ γ γ γΩ − Ω + Ω − Ω  

Note: Ω = Es/No denotes the received signal-to-noise ratio (SNR). 

But the appeal of a single exponential-type integral representation (with finite integration limits) 

for the Q-function is restricted to the first four powers of Q(x). Also, majority of existing 

bounds and approximations (with the exception of [4], [8], [12]-[14]) are not in the “desirable 

exponential form” for facilitating the task of statistical averaging of the CEP in generalized 

multipath and multichannel fading environments. Moreover, only [5], [6], [9], [11] and [15] 

have considered the problem of finding [ ( )]pE Q x  in closed-form, and subsequently applied their 

results for average symbol error rate (ASER) analysis of differentially-encoded binary phase 

shift keying (DE-BPSK) and quaternary phase shift keying (DE-QPSK) digital modulation 
schemes in Nakagami-m fading. Although [6] may be extended to other fading environments, 

their final expression will involve the computation of higher-order derivatives of the MGF of 

SNR. It was also pointed out in [11] that the accuracy of [6, Eqs. (10)-(11)] deteriorates 
considerably with the increasing value of Nakagami-m fading severity index. While [11, Eq. 

(10)] (which utilizes a semi-infinite Gauss-Hermite quadrature approximation for Q(x)) can 

achieve better accuracy compared to [5], [6] and [9], its solution is limited to only Nakagami-m 
fading. In [16], Jang suggested using an asymptotic Dirac delta approximation 

( ) 0.5 ( 2)Q x xδ −�  [16, Eq. (63)] instead to eliminate the need for integration involving 

coherent BPSK modulation. Whereas in [15], the same author suggested decomposing the 

integrand of [ ( )]
p

E Q x  into a product of a generalized function g(x) (i.e., “nascent” delta 

function) and an auxiliary function after replacing the Q-function with its approximation [15, 
Eq. (4)], and then simplifying the resulting integral by invoking an asymptotic Dirac delta 

approximation for g(x) as (see Appendix B) 

 

where notation “≐” denotes the Dirac delta approximation.  

Nonetheless, the ASER analysis of digital modulations via Dirac delta approximation technique 

has thus far been restricted to coherent BPSK and differentially-encoded coherent BPSK and 
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QPSK modulation schemes. Furthermore, recognizing that the shifting point can directly impact 
the overall accuracy of the resulting ASER approximation, we anticipate that the use of a tighter 

series approximation for Q(x) (in lieu of [15, Eq. (4)]) may lead to an improved ASER 

approximation. Hence, one of the objectives of this paper is to extend [15] and [16] by deriving 
simple closed-form expressions for the ASER of a wide range of digital modulation schemes in 

conjunction with improved Q-function approximations given in [9, Eq. (25)] and [14]. In 

particular, our results in Section 2 generalize [15]-[16] to higher order signal constellations (i.e., 

may be utilized to predict the ASER of M-QAM, M-PSK as well as differentially encoded M-

PSK) in addition to yielding slightly better approximations even for the specific cases 

considered in [15]. In Section 3, we also derive analytically simple and tight closed-form ASER 

approximations using the MGF method. While exponential-type approximations for Q(x) 

presented in [4], [8] and [12]-[14] are already in a desirable exponential form, to the best of our 

knowledge, their utility in ASER analysis of DE-BPSK and DE-QPSK over generalized fading 
channels have not been reported previously. In the Appendix, we also develop a rapidly 

converging series expression for a generic integral via Gauss-Chebyshev quadrature (GCQ) 

numerical integration technique and subsequently highlight some of its application including the 
development of an efficient and asymptotically exact ASER formula for differentially-encoded 

M-PSK over fading channels via the MGF method. Selected computational results and 

comparisons between various ASER approximations for different M-ary modulation schemes 
and fading environments are provided in Section 4.  

 

2. DIRAC DELTA APPROXIMATION 

Similar to [15] and [22], we consider a normalized probability density function (PDF) of the 

fading channel SNR in the form 

                                          1( ) exp( ) ( ), 0c
p K h fγ γ γ γ γ γ−= − ≥                                               (3) 

where γ  denotes the squared magnitude of the channel fading amplitude, K is a constant, and 

ƒ( )γ  is an auxiliary function that depends on fading characteristics. The coefficients K, h, c and 

ƒ( )γ  
for several different wireless channel models are also summarized in Table 2. From Table 

1, we can also write down a generic expression for the symbol error probability of a wide range 

of digital modulation schemes in AWGN as  

                                           
1

( ) ( )z

Z
p

s z z
z

P Qγ α β γ
=

= Ω∑                                                            (4)                    

where 
z

α  and 
z

β  are constants that depend on a specified digital modulation, and 

0s
E NΩ = corresponds to the received symbol SNR. To compute the ASER, we need to find the 

statistical expectation of (4) with respect to the fading random variable γ , viz.,  

                            

1

0
1

1

0
1

( )exp( ) ( )

   ( )exp( ) ( )
( )

z

z

Z
p c

s z z
z

Z
p cz

c
z z z z

P K Q h f d

K hx x
Q x x f dx

α β γ γ γ γ γ

α

β β β

∞ −

=

∞ −

=

= Ω −

−
=

Ω Ω Ω

∑ ∫

∑ ∫
                                 (5) 

In the remaining part of this section, we will consider various approximations for Q(x) in (5), 

and simplify the integration task by exploiting the asymptotic Dirac delta approximation (2) 

with the shifting property of (.).δ    

 

2.1 Jang’s Q-function Approximation 

Expanding the integer powers of [15, Eq. (4)] using the binomial theorem, we obtain  
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exp( 2) exp( 1 2) 1
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exp( 2) 1 exp( 0.5)
           

(2 ) 1

z
z

z

z

z

z

k p k
p

zp z

p
k

p

z

p

px p x
Q x

k x x

x p x

x x

π

π

−

=

 − − −   
≅ −    

+    

− − − 
= − + 

∑
                                 (6) 

Substituting (6) into (5), and then simplifying the resulting expression using (2), we 

immediately arrive at 

 

where 2 ( )
z z z

a p h β= + Ω  and 1

0
( )  c x
c x e dx

∞ − −Γ = ∫ denotes the Gamma function. For the 

readers convenience, we have also summarized the fading/modulation parameter selections in 

Table 2 (i.e., obtained by setting b = 1). It is important to highlight that (7) generalizes [15, eq. 

(11)] to a broader class of digital modulation schemes (see Table 1).  

  

2.2 Boyd’s Q-function Approximation 

In this subsection, we derive two new Dirac delta approximations for (5) based on Boyd’s upper 
and lower bounds for Q(x) [9, Eq. (25)]. Our work is motivated by the fact that these bounds are 

much tighter than [15, Eq. (4)] (especially near zero), and also due to their simple form that 

leads to upper and lower bounds for the integer powers of Q(x) in an identical form, viz.,  

                            ( ) ( ), 1 ( ) ,2 ( 2)p p p
F x Q x F xπ π− ≤ ≤ −                                               (8) 

where the auxiliary function ( ),p
F x ψ

 

is defined as  

                        ( ) 2

2 2

( 1) 2
, exp( 2)

2( 1)

p

p
F x px

x x

ψ π
ψ

ψ ψ π

 +
 = −
 + + + 

                                 (9) 

The lower bound is slightly tighter than the upper bound when the argument 1.23x >  for 1p = . 

Nevertheless, Dirac delta approximations for both the lower and the upper bounds can be 

obtained by an appropriate substitution for the coefficient ψ  in (9). Substituting (9) into (5), and 

then invoking the Dirac delta approximation (2), we obtain 

 

 

The coefficients required for evaluating (10) are provided in Table 2 (by setting b = 1).  

2.3 Olabiyi’s Q-function Approximation 

More recently, [13]-[14] have developed accurate and invertible exponential-type 
approximations (up to the third order) for Q(x) by approximating the erfc(.) function as a 

weighted sum of powers of an exponential function. This form is particularly suitable for 

finding the statistical expectation of the CEP (including integer powers of Q(.)) over the PDF of 
fading SNR. Hence in this subsection, we will investigate the efficacy of this new Q(x) 

approximation for deriving simple and accurate closed-form ASER formulas for  DE-BPSK and 
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Table 2. Coefficients for various stochastic channel models. 

Channel 

Model 
K c h a ƒ( / ( ))c aβΩ

 

Nakagami-m / ( )m
m mΓ

 
m m

 

2

bp m

β
+

Ω  
1 

Nakagami-n 
2 2

(1 )exp( )n n+ −

 
1 1   1

2

bp

β
+

Ω  

 
2 2

0

1
exp 2

n n
I n

a aβ β

   + −   Ω Ω   

 

Nakagami-q 
2(1 ) (2 )q q+

 
1 

2 2

2

(1 )

4

q

q

+
 

2 2

2

(1 )

2 4

bp q

q β

+
+

Ω  

4

0 2

1

4

q
I

q aβ

 −
 

Ω   

DE-QPSK via the Dirac delta approximation approach. Since the Q(x) approximation in [15, 

Eq. (4)] contains two exponential terms, we will only consider the second order exponential-

type approximation for Q(x) in our comparisons, viz., [14, Eq. (2) and Table 2]  

                                       ( ) 1 2exp( ) exp( )
2 2 2

w wbx
Q x bx

−
≅ + −                                             (11) 

where 
1 2

0.3017, 0.4389, and 1.0510w w b= = = . It is also worth mentioning that the invertible 

property of (11) is not very critical in our current application, and thus other exponential-type 

approximations such as [8, Eq. (13c)] can be used, if desired. Using the binomial theorem 

expansion, it is quite straight-forward to show that 

                              ( ) 1 2

0 1

( )
exp

2 2

z
z

z

kp
p

zp z

k

pw w xb p k
Q x

k w=

   +   
≅ −     
     

∑                                (12) 

Next substituting (12) into (5), and then simplifying the resulting expression using (2) and the 

shifting property of Dirac delta function, we arrive at  

 

 

 

where the coefficients K, az and c for different fading environments are summarized in Table 2 

(with b = 1.0510). 

3. MOMENT GENERATING FUNCTION METHOD 

In this section, we present yet another method for deriving simple and tight closed-form 

approximations for the ASER of DE-BPSK and DE-QPSK over fading channels. Specifically, 

we take advantage of a tight exponential-type approximation for ( )
p

Q x  (see Eq. (12)) in (5) to 

express the ASER as a weighted sum of the MGF of SNR, viz., 
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1 0 1

( )
( )

2 2

z
z

kp
pZ

z z z

s z
z k

pw w b p k
P K

k w
γ

β
α φ

= =

   Ω + 
≅    

    
∑ ∑                                (15) 

by recognizing that the resulting integral, 

                                            ( )
0

( )s
e p d s

γ

γ γγ γ φ
∞

− =∫                                                                    (16) 

is simply the Laplace transform of the PDF of SNR. This result (15) is rather interesting 

especially considering that most prior work on ASER analysis of DE-QPSK/DE-BPSK 

with/without maximal-ratio diversity receiver (e.g., [5], [6] and [11]) are quite restrictive and 

limited to the Nakagami-m channel with independent and identically distributed (i.i.d) fading 

statistics. In contrast, (15) can be readily applied to characterize the ASER of DE-QPSK/DE-

BPSK over a myriad of fading environments (including non-identically distributed fading link 

statistics) and diversity transceivers. Furthermore, in our case the ASER expressions are mostly 

expressed in terms of elementary functions. For instance, the MGF of SNR in a Nakagami-m 

channel is given by ( ) ( )
m m

s m m sγφ = + . Furthermore, the MGFs of SNR for a number of 

stochastic channel models are summarized in Table 3.  

Although we recognize that the accuracy of a series approximation for Q(x) can be improved by 

considering more number of terms in that series (e.g., [8, Eq. (13d)]), but its efficiency will be 

determined by the tightness combined with the number of terms in that series. Hence, we have 

also developed highly accurate and computationally efficient series approximations for integer 

powers of the Q-function and the CEP of differentially-encoded M-PSK in the Appendix A, 

with the aid of GCQ approximation and multinomial theorem. These asymptotically exact 

closed-form approximations are also in a desirable exponential form and thus will facilitate 

ASER analysis over generalized fading channels via the MGF method.    

 

4. NUMERICAL RESULTS 

In this section, selected numerical results are provided to investigate the efficacies of our new 

approximations (7), (10), (13), (14) and (15) for ASER analyses of several coherent 

modulations in a myriad of fading environments.  

Figure 1 shows a comparison of various ASER approximations for 4-PSK in different 

Nakagami-m fading channels. The exact performance curve is generated using [1, Eq. (5.78)]. It 

is apparent that (10), (13) and (14) performs considerably better than (7) when the channel 

experience more severe fading (i.e., smaller fading severity index m) especially at lower values 

of the mean channel SNR Ω . The choice of ψ  in (8) (that corresponds to the upper and lower 

bounds) appears to cause only a negligible effect on the overall tightness of the final ASER 

approximations using (10). Furthermore, the curve corresponding to (15) (MGF method) is also 

quite close the exact ASER curve for a wide range of m and Ω . 

In Figure 2, we investigate the accuracies of various Dirac delta approximations when applied to 

higher order constellations, since the prior work on M-PSK is restricted to only M = 2. It is 

evident that the curves generated using (7) (i.e., direct generalization of [15]) virtually breaks-

down at small values of Ω  as constellation size M increases. This can be attributed to the 

increasing relative error of [5, Eq. (4)] with decreasing value of its argument. As anticipated, 

(10) yields better approximation than (7) in this case. The results in this Figure 2 are also 

interesting because we have now demonstrated that it is possible to derive relatively simple and 

reasonably accurate closed-form approximations for M-ary modulations via the Dirac delta 

approximation technique.  
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Figure 1. ASER of 4-PSK in Nakagami-m fading (m = 0.5, 1, 2, 3.5, 5). 
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Figure 2. ASER of M-PSK (M = 4, 8, 16) in Nakagami-m fading (m = 1, 2). 
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Table 3. MGF of SNR for several common stochastic channel models. 

Channel Model MGF of SNR 

0

( ) ( ) s
s f e d

γ
γφ γ γ

∞
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Rayleigh 1
(1 )ss

−+ Ω  [1, Eq. (2.8)] 
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2
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1
exp

1 1

s

s s

KsK

K s K s

 − Ω+
 

+ + Ω + + Ω    
[1, Eq. (2.17)] 

Nakagami-m 

 1

m

ss

m

−
Ω 

+ 
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[1, Eq. (2.22)] 

Log-Normal 

Shadowing 
( )2 /10

1

1
exp( 10 )

p
n

n

N
x

x
n

H s
σ µ

π

+
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−∑
  

[1, Eq. (2.54)]
 

Composite  
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(1 10 )
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π
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[1, Eq. (2.58)]
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exp 1 ,
s s s
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s s s
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Note: Constants K, m and c correspond to the fading parameters of Rice, Nakagami and Weibull 

channels, µ (dB) and σ (dB) are the mean and the standard deviation of 
10

10log
s

Ω  respectively, while 

n
x  and 

nx
H are the zeros and weight factors of the

P
N -th order Hermite polynomial. Also the notation 

,1

1,

c

cG (.) denotes the Meijer’s G-function, while η and κ characterize the η-µ and κ-µ wireless fading 

channel models. 
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Figure 3 depicts the ASER performance for DE-QPSK in different Nakagami-m channels. It is 

interesting note that both (13) and (15) tend to yield very good ASER approximations over a 

wide range of Ω  and m values, compared to all other approximations. It is also evident that (7) 

becomes very accurate as m increases. To investigate this trend further, in Table 4 we 

summarize the ASER values for various ASER approximations for DE-BPSK in Nakagami-m 

fading. The trends observed from Figure 3 are also apparent from Table 4.  

To apply Dirac delta approximation technique to Nakagami-n and Nakagami-q channels, it has 

been suggested in [15] to choose an auxiliary function as flat as possible so that the final ASER 

approximation will be robust to the sampling point error. The corresponding auxiliary functions 

are summarized in Table 2. At this point, we would like to emphasize that similar “ad-hoc” 

manipulations are not required for the MGF method discussed in Section 3. Furthermore, (15) 

can be applied directly (i.e., without any further manipulations) to study the multichannel 

reception case (e.g., maximal-ratio diversity, etc.). The same cannot be said for the Dirac delta 

approximation technique. 
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Figure 3. ASER of DE-QPSK in Nakagami-m fading (m = 0.5, 1.5, 2.5, 4). 

 

The impact of fade distribution (i.e., fading parameter n in the Nakagami-n channel) and the 

constellation size of M-QAM on various ASER approximations developed in this paper are 

illustrated in Figure 4 and Figure 5, respectively. It is apparent that the accuracies of (7), (10) 

and (14) deteriorate with decreasing values of n and Ω . However, ASER approximations (10) 

and (14) are slightly better than (7). These trends are somewhat consistent with our observations 

for M-PSK in Nakagami-m fading (see Figure 1 and Figure 2). Interestingly, the curves 

generated via closed-form approximation (15) are virtually indistinguishable compared to their 

exact performance curves obtained using an integral formula in [1]. 
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Table 4. ASER of DE-BPSK in Nakagami-m fading (m = 0.5, 3).

 

Ω  0 dB 5 dB 10 dB 20 dB 25 dB 

Fading severity index m = 0.5 

Exact 2.677e-1 1.683e-1 9.863e-2 3.176e-2 1.789e-2 

Eq. (7) 2.236e-1 1.381e-1 8.008e-2 2.565e-2 1.444e-2 

Eq. (10) UB 2.183e-1 1.425e-1 8.500e-2 2.761e-2 1.556e-2 

Eq. (10) LB 2.159e-1 1.408e-1 8.398e-2 2.728e-2 1.537e-2 

Eq. (13) 2.634e-1 1.659e-1 9.727e-2 3.133e-2 1.765e-2 

Eq. (14) 2.286e-1 1.497e-1 8.909e-2 2.888e-2 1.627e-2 

Eq. (15) 2.634e-1 1.659e-1 9.727e-2 3.133e-2 1.765e-2 

Fading severity index m = 3 

Exact 1.770e-1 4.211e-2 4.027e-3 7.537e-6 2.515e-7 

Eq. (7) 2.021e-1 4.460e-2 4.112e-3 7.553e-6 2.517e-7 

Eq. (10) UB 3.470e-2 1.340e-2 2.160e-3 6.498e-6 2.281e-7 

Eq. (10) LB 3.423e-2 1.321e-2 2.133e-3 6.428e-6 2.257e-7 

Eq. (13) 1.802e-1 4.181e-2 3.955e-3 7.399e-6 2.470e-7 

Eq. (14) 3.495e-2 1.279e-2 1.981e-3 6.029e-6 2.124e-7 

Eq. (15) 1.802e-1 4.181e-2 3.955e-3 7.399e-6 2.470e-7 
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Figure 4. ASER of 4-QAM in Nakagami-n fading (n = 0.5, 1.5, 2.5). 
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Figure 5. ASER of M-QAM in Nakagami-n fading (n = 1, 2.5). 

 

 5. CONCLUSIONS 

In this article, we have studied two novel methods for efficient evaluation of ASER for a broad 

class of coherently detected digital modulation schemes in Nakagami-m, Nakagami-n and 

Nakagami-q channels. Our new closed-form Dirac delta approximations achieves better 

accuracy than those reported in [15] and [16], besides generalizing their results to higher order 

constellations. In addition, we have highlighted the advantages and limitations of Dirac delta 

approximation method for ASER analysis. We have also demonstrated that our closed-form 

ASER approximation based on the MGF method (15) is highly accurate and is more versatile 

than all other asymptotic Dirac delta approximations. In the Appendix, we have shown that 

asymptotically exact ASER and/or average block error rate in fading channels can be computed 

efficiently by exploiting a Gaussian quadrature method in conjunction with multinomial 

theorem, albeit at additional computational cost. 

APPENDIX A 

In this appendix, we will consider evaluating a generic integral of the form depicted in (A.1) via 

Gauss-Chebyshev quadrature (GCQ) numerical integration technique. This approach leads to a 

rapidly converging series approximation for the integral besides circumventing the need for a 

look-up table to store the weights and abscissas associated with other variants of Gaussian 

quadrature methods. Although a small number of integration points are sufficient to yield a 

good accuracy, one may readily increase the order N to satisfy a prescribed relative error 

without any difficulty since the weights and abscissas for the GCQ approximation are in closed-

form. Interestingly, this result can be also utilized to derive exponential-type series 

approximations for higher integer powers of the Gaussian probability integral Q(x) and other 

related functions.  
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Let us consider a generic integral of the form 

                                     
0

[ , , ] ( , )g f d
απ

δ α β δ β θ θ= ∫                                                             (A.1) 

where the integrand is a function of the integration variable θ  and constants δ  and β . 

Applying the variable substitution cos( )t θ α= (i.e., 1cos ( )tθ α −=  and 21d dt tθ α= − − ) in 

(A.1), we obtain 

                               
1

1

1 2

( , cos ( ))
[ , , ]

1

f t
g dt

t

β α
δ α β αδ

−

−
=

−
∫                                                    (A.2) 

It is now straight-forward to evaluate (A.2) using the GCQ method with abscissas 

cos[(2 1) (2 )]k Nπ−  (which are zeros of the N
th
 degree Chebyshev polynomial of the first kind) 

and weights π/N, viz.,  

                                
1

(2 1)
[ , , ] ( , )

2

N

k

k
g f

N N

αδπ α π
δ α β β

=

−
≈ ∑                                                    (A.3) 

Next, we will present several applications of (A.3) to simplify the evaluation of the integral in 

the form of (A.1). 

 

Example 1:  

In the first example, we will highlight the utility of (A.3) for deriving simple closed-from ASER 

approximations for M-ary phase shift keying (M-PSK) and M-ary differential phase shift keying 

(M-DPSK) modulation schemes over generalized stochastic fading environments. Using the 
MGF approach for performance analysis of M-PSK with diversity receivers, we can show that 

the exact ASER is given by [1, Eq. (9.15)]  

                          
2

( 1)

20

1 sin ( )
( )

sin ( )

M M

s

M
P d

π

γ

π
φ θ

π θ

− Ω
= ∫                                                          (A.4) 

where ( )sγφ  denotes the MGF of SNR in a specified fading environment. Substituting 

( 1)M Mα = − , 2sin ( )Mβ π= Ω , 1δ π=  and 2( , ) ( csc ( ))f γβ θ φ β θ=  in (A.1), we get 

                     
2

2
1

1 sin ( )
( )
sin (( 1)(2 1) (2 ))

N

s

k

M M
P

MN M k NM
γ

π
φ

π=

− Ω
≈

− −
∑                                          (A.5) 

Mimicking the above steps, we can also derive a closed-form approximation for the ASER of 

M-DPSK [1, Eq. (8.200)] as 

                   
2

1

1 sin ( )
( )
1 cos( )cos(( 1)(2 1) (2 ))

N

s

k

M M
P

MN M M k NM
γ

π
φ

π π=

− Ω
≈

+ − −
∑                            (A.6) 

The above technique may be readily used to simplify the performance evaluation of any 

arbitrary two-dimensional signal constellations with/without diversity receivers, but the details 
are omitted here for brevity.  

 

Example 2: 

In our second example, we will employ (A.3) to derive simple exponential-type approximations 

for Q(x) and its integer powers. One of the benefits of applying GCQ approximation to the 

conditional error probability (prior to taking statistical expectations over the fading density 

functions) when dealing with the powers of [ , , ]g δ α β  is that multinomial theorem can be 
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exploited to minimize the number of resulting summation terms compared to simplifying the 
resulting multi-fold integral after performing the statistical averaging over the fading SNR. This 

result is of interest in the ASER analysis of differentially-encoded M-PSK schemes over fading 

channels. For instance, the CEP of coherently detected DE-BPSK and DE-QPSK are depicted in 
(A.7) and (A.8) respectively: 

                                       22 ( 2 ) 2 ( 2 )
s

P Q Qγ γ= Ω − Ω                                                        (A.7) 

                2 3 44 ( ) 8 ( ) 8 ( ) 4 ( )
s

P Q Q Q Qγ γ γ γ= Ω − Ω + Ω − Ω                                              (A.8) 

Substituting 1 2α = , 2 2xβ = , 2( , ) exp( csc ( ))f β θ β θ= −  and 1δ π=  [2, Eq. (4.2)] in (A.3), 

we get a rapidly converging exponential-type series approximation for Q(x), viz.,  

                             
( )

2

2
1 4

1
( ) exp

2 2sin (2 1)

N

k N

x
Q x

N kπ
=

 −
≈  

−  
∑                                                         (A.9) 

It is important to highlight that the above series converges to its exact value considerably faster 

than the corresponding Reinmann integration sum presented in [4, Eq. (8)].  Besides, it 
completely eliminates the need for finding the optimized coefficients in the Prony’s 

approximation and their associated computational difficulties (e.g., selection of the range as 

well as the data points for “curve-fitting”) especially for higher order approximations (thereby, 
providing a greater flexibility for attaining a prescribed accuracy). 

Exponential-type approximations for higher integer powers ( 1p ≥ ) of Gaussian probability 

integral can be attained via multinomial expansion of (A.9), i.e., 

                      
( ) ( )1

2

2
... 11 4

1
( ) exp

,..., 2sin (2 1)2 N

N
p t

p
k k p tN N

p k
Q x x

k k tN
π

+ + = =

  
≈ −  

−    
∑ ∑   

                 

(A.10) 

where 
1 2 1 2

!

, ,..., ! !... !N N

p p

k k k k k k

 
= 

   

and {0,1,..., }
i

k p∈ .The number of terms in the multinomial 

sum is given by 
( 1)!

!( 1)!

p N

p N

+ −

−
. Hence it is apparent that (A.10) requires significantly fewer 

number summation terms compared to repeatedly multiplying (A.9) to achieve the same level of 

accuracy. For instance, when N = 5 and p = 3, the number of summation terms in (A.10) and 

that of repeatedly multiplying (A.9) are given by 7!/(3!4!) = 35 and 5
3
 = 125, respectively. 

Nevertheless, a much simpler closed-form GCQ approximation for Q2(x), Q3(x) and Q4(x) can 

be derived from their respective single exponential-type integral representation depicted in [1, 

Eq. (4.9)], [1, Eq. (4.31)] and [1, Eq. (4.32)]. The results for Q
2
(x) and Q

4
(x) are summarized 

below as illustrative examples: 

                   
( )

2

2

2
1 8

1
( ) exp

4 2sin (2 1)

N

k N

x
Q x

N kπ
=

 −
≈  

−  
∑                                                                (A.11) 

              
( )

2

4 1 6

3 2
1 6 12

3cos( (2 1)) 11
( ) cos [ 1] exp

6 2cos ( (2 1)) 2sin (2 1)

N
N

k N N

k x
Q x

N k k

π

π ππ
−

=

 − − −
≈ −  

− −  
∑                    (A.12) 

Hence a simple exponential-type approximation for Q
5
(x) can be obtained by multiplying the 

series approximations (A.12) and (A.9). It is evident that the resulting series approximation is 

simpler than (A.10). It is also important to recognize that a rapidly converging exponential-type 

series approximation for (A.8) can be obtained with the aid of [1, Eqs. (4.2), (4.9), (4.31)-

(4.32)] and (A.3), viz.,  
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∑

                    (A.13) 

The above result is quite interesting in that several researchers had in the last five years 

developed various non-exponential type approximations for Q(x) and subsequently applied their 

approximations to derive closed-form approximations for the ASER of DE-QPSK modulation 

with maximal-ratio diversity receiver (e.g., [5], [6] and [11]). However, their results were 

restricted to Nakagami-m channels with independent and identically distributed (i.i.d) fading 

statistics. In contrast, our closed-form approximation (A.13) can be readily applied to 

characterize the ASER of DE-QPSK modulation over a myriad of wireless fading channels 

(including non-identically distributed fading link statistics).  

 

Example 3: 

In our third example, we will demonstrate the efficacy of (A.3) and its multinomial expansion 

for facilitating the ASER analysis of coherently detected differentially-encoded M-PSK 

particularly when the constellation size M is greater than 4. In this case, simplifications of the 

conditional error probability similar to (A.7), (A.8) or (A.13) do not seem feasible. If we define 
2( , ) exp( sin ( ))f β θ β θ= −  in (A.1), then the desired symbol error probability in an AWGN 

channel [1, Eq. (8.36)] can be expressed as 

  

2 2 2
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2 2 2 2
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1 1 1 1
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

    (A.14) 

As highlighted in [1, pp. 235] the fact that the second and third terms of (A.14) involve squaring 

of integrals still poses some difficulties in terms of their extension to the fading channel. Hence 

the application of (A.3) in conjunction with the multinomial theorem [20] is particularly 

attractive in this case since it can overcome the above-mentioned issue. In fact, it is rather 

straight-forward to obtain GCQ approximations for [1 , , ]g π α β  and [1 , , ]
p

g π α β , viz., 
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1 2

1
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∑ ∑

            

(A.16) 

When p = 2, there will be a total of N(N+1)/2 terms in the above multinomial sum. It is also 

apparent that (A.15) and (A.16) are in a desirable exponential form and therefore, will facilitate 
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statistical averaging over the density function of the fading SNR in a myriad of fading 

environments. Thus the ASER of DE-MPSK (for any positive integer M which is a power of 2) 

can be expressed similarly as (A.14) yielding 
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where 
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( )s
γ

φ  denotes the MGF of SNR, N corresponds to the number of GCQ terms, while the last 

term of (A.17) can be evaluated as   
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Figure 6. ASER of DE-MPSK (M = 2, 4, 8) in Nakagami-m fading (m = 1, 3.5). 
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In Figure 6, we investigate the accuracies of the GCQ approximation (A.17) when applied to 

evaluate the ASER of DE-MPSK in different Nakagami-m channels. It is interesting to note that 

the GCQ approximation can be applied to larger constellation sizes (i.e., M > 4) while existing 

methods/results are restricted to only DE-BPSK and DE-QPSK. 

Appendix B 

In this appendix, we will show that if the integrand of 
0

[ ( )] ( ) ( )p pE Q Q p dγ γβγ βγ γ γ
∞

= ∫  can 

be decomposed into a product of a generalized function 1
( ) exp( )

c
g aγ γ γ−= −  and an auxiliary 

function ( )γ∆ , then the Dirac delta approximation for 
( )

[ ( )] ( )p

c

c
E Q c a

a
γ βγ

Γ
∆� . This is 

equivalent to invoking the Dirac delta approximation for ( )g γ  as shown in (2).   

 

Proof: 

The Dirac delta function ( )xδ can be defined as a limit of a class of “nascent” delta functions 

( )
N

xδ , and has the fundamental property that  

                           limit

0 0 0 0
( ) ( ) ( ) ( ) ( )

N N
x x dx c x x x dx c xδ δ

∞ ∞

→∞ −∞ −∞
∆ = ∆ − = ∆∫ ∫                                 (B.1) 

where 
0

c  
and

 0
x are constants. In the following, we will consider a “nascent” delta function of 

the form 1 1( ) exp( ) ( )cN N N N

N
x Nx ax g x Nxδ − −= − = . Using variable substitution N

xγ =  in 

0
( ) ( )g dγ γ γ

∞
∆∫ , we obtain 

                               
0 0

( ) ( ) ( ) ( )N

N
g d x x dxγ γ γ δ

∞ ∞
∆ = ∆∫ ∫                                                        (B.2) 

It is evident from Figure 7 that for fixed values of c and a, ( )
N

xδ  quickly approaches the shape 

of an impulse function ( )xδ  as the value of N gets larger.   
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In the following, we will show that  
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To do so, we first recognize that 
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Next, the shifting point for the Dirac delta approximation of ( )
N

xδ  
is obtained by solving   

( ) 0
N

d
x

dx
δ =  for x, viz.,   

                             2( ) exp( ) [ 1 ] 0N cN N
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d
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dx
δ −= − − − =                                       (B.5) 

This leads to 1 1

0
[( ) ] N

x c N a
−= − . As N → ∞ , we immediately arrive at (B.3). Also, 

substituting (B.3) into (B.2), we obtain 
0

( )
( ) ( ) ( )

c

c
g d c a

a
γ γ γ

∞ Γ
∆ ∆∫ � . This completes the proof.  

Next, we will highlight the conditions for which the Dirac delta approximation technique will 

yield satisfactory results. From (B.1) and Figure 7, it is evident that the mass (i.e., most of the 

random values) of X  is concentrated around its mean 
0

( )E X x= . Thus, the tangent line that 

passes through coordinate 
0 0

( , ( ))x x∆  with slope 

0

0
( ) ( )

x x

d
x x

dx =

′∆ = ∆  is given by 

0 0 0 0
( ) ( ) ( )Y x X x x x′ ′= ∆ + ∆ − ∆ . An approximation to the same tangent line can be derived by 

using a Taylor series expansion of ( )x∆  (to the first order) around 
0

( )E X x= , viz.,  

                                         
0 0 0

( ) ( ) ( )( )Y X x x X x ε′= ∆ ≈ ∆ + ∆ − +                                            (B.6) 

where ε  denotes the remainder term.  Thus, to the first-order, the mean and variance of 

( )Y X= ∆  are given by (B.7) and (B.8), respectively: 

                                                       
0

( ) ( ( )) ( )E Y E X x= ∆ = ∆                                                   (B.7) 

                                                

2

0

2

0 0

2 2

0 0

2

0

( ) ( ( )) ([ ( ) ( )] )

                         ([ ( )( )] )

                         ( ( )) (( ) )

                         ( ( )) ( )

V Y V X E X x

E x X x

x E X x

x V X

= ∆ = ∆ − ∆

′= ∆ −

′= ∆ −

′= ∆

                                (B.8) 

From (B.8), it is evident that the expectation of ( ( ))E X∆  given by (B.7) achieves a very good 

accuracy if ( )X∆   is nearly a flat function with respect to its argument X . This observation, in 

turn can assist us in explaining why different Dirac delta approximations (based on different 

approximations for the Q-function) tend to perform better than the others for a specified 

modulation scheme and the fading environment.  
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