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ABSTRACT 

In this paper, a new multi-hop weighted clustering procedure is proposed for homogeneous Mobile Ad 

hoc networks. The algorithm generates double star embedded non-overlapping cluster structures, where 

each cluster is managed by a leader node and a substitute for the leader node (in case of failure of leader 

node). The weight of a node is a linear combination of six different graph theoretic parameters which 

deal with the communication capability of a node both in terms of quality and quantity, the relative 

closeness relationship between network nodes and the maximum and average distance traversed by a 

node for effective communication. This paper deals with the design and analysis of the algorithm and 

some of the graph theoretic/structural properties of the clusters obtained are also discussed. 
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1. AD HOC NETWORKS – A BRIEF REVIEW 

An ad hoc wireless network is a collection of two or more devices (also termed as nodes) 

equipped with wireless communications and networking capability. Such devices/nodes can 

communicate either directly or through intermediate nodes depending on the availability of the 

nodes within or outside the radio range. An ad hoc network is self-organizing and adaptive, i.e, 

the already formed network can be de-formed on-the-fly without the need for any central 

administration. The nodes in an ad hoc network must be capable of identifying the connectivity 

with the neighbouring nodes, so as to allow communication and sharing of information and 

services. The nodes must perform routing and packet-forwarding functions. The topology 

changes continuously as the devices are not tied down to specific locations over time. Hence, 

the most important and challenging issues in a mobile ad hoc network are the mobile nature of 

the devices, scalability and constraints on resources such as limited bandwidth, limited and 

varying battery power, etc. Depending on the nature of devices, the uniformity in transmission 

range and network architecture, the network can either be homogeneous or heterogeneous. The 

network considered in this paper is a homogeneous where each node is assumed to have 

uniform transmission range.  

2. SIGNIFICANCE OF CLUSTERING 

A cluster is a subset of nodes of a network.  Clustering is the process of partitioning a network 

into clusters and it is a way of making ad hoc networks more scalable.  Scalability refers to the 

network’s capability to facilitate efficient communication even in the presence of large number 

of network nodes. Cluster-based structures promote more efficient usage of resources in 

controlling large dynamic networks. With cluster-based control structures, the physical network 
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is transformed into a virtual network of interconnected node clusters. Clustering can be done for 

different purposes, such as, clustering for transmission management, clustering for backbone 

management, clustering for routing efficiency etc, [1].  Each cluster has one or more controllers, 

such as leader nodes(also called as Masters or cluster-heads), Proxy nodes, Super-masters, 

gateways, etc. [2], acting on its behalf to make control decisions for cluster members and in 

some cases, to construct and distribute representations of cluster state for use outside of the 

cluster. The algorithm proposed in this paper is developed with the objective of facilitating 

routing functions by providing a hierarchical network organization and efficient sharing of 

resources and information. 

In general, the process of clustering involves two phases, namely, cluster formation and cluster 

maintenance. Initially, the nodes are group together based on some principle to form the 

clusters.  Then, as the nodes continuously move in different directions with different speeds, the 

existing links between the nodes also get changed and hence, the initially formed cluster 

structure cannot be retained for a longer period.  So, it is necessary to go for the next phase, 

namely, cluster maintenance phase.  Maintenance includes the procedure for modifying the 

cluster structure based on the movement of a cluster member outside an existing cluster 

boundary, battery drainage of cluster-heads, link failure, new link establishments, addition of a 

new node, node failure and so on.  

3. PRIOR WORK 

Several procedures are proposed and adopted for clustering of mobile ad hoc networks. Weight 

based clustering algorithms [4-7], Zone based clustering algorithms [8, 9], Dominating set based 

clustering [9, 10, 11] etc., are to name a few.  In these clustering procedures, the clusters are 

formed based on different criteria and the algorithms are classified accordingly.   

Based on whether a special node with specific features is required or not, the algorithms can be 

classified as cluster-head based and non-cluster-head based algorithms [11, 12]. Based on the 

hop distance between different pair of nodes in a cluster, they are classified as 1-hop clustering 

and multi-hop clustering procedures [11, 12].  Similarly, there exists a classification based on 

the objective of clustering, such as Dominating set based clustering, low maintenance 

clustering, mobility-aware clustering, energy efficient clustering, load-balancing clustering, 

combined-metrics based/weight based clustering [11].  This paper gives another different 

approach for clustering of such networks. As discussed in [13], the proposed algorithm is a 

weight based cum multi-hop clustering algorithm and is also an extension of 3hBAC [14] and 

LCC [15] clustering procedures. Hence, we give an overview of some of the algorithms coming 

under the two categories.  

LID Heuristic. This is a cluster-head based, 1-hop, weight based clustering algorithm proposed 

by Baker and Ephremides [16, 17]. This chooses the nodes with lowest id among their 

neighbors as cluster-heads and their neighbors as cluster members. However, as it is biased to 

choose nodes with smaller ids as cluster-heads, such nodes suffer from battery drainage 

resulting in shorter life span. Also, because of having lowest id, a highly mobile node may be 

elected as a cluster-head, disturbing the stability of the network.   

HD Heuristic. The highest degree (HD) heuristic proposed by Gerla et al. [18, 19], is again a 

cluster-head based, weight based, 1-hop clustering algorithm.  This is similar to LID, except that 

node degree is used instead of node id. Node Ids are used to break ties in election. This 

algorithm doesn’t restrict the number of nodes ideally handled by a cluster-head, leading to 

shorter life span. Also, this requires frequent re-clustering as the nodes are always under 

mobility. 

Least cluster change clustering (LCC) [15]. This is an enhancement of LID and HD 

heuristics. To avoid frequent re-clustering occurring in LID & HD, the procedure is divided into 

two phases as in the proposed algorithm. The initial cluster formation is done based on lowest 
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ids as in LID. Re-clustering is invoked only at instants where any two cluster-heads become 

adjacent or when a cluster member moves out of the reach of its cluster-head. Thus, LCC 

significantly improved stability but the second case for re-clustering shows that even the 

movement of a single node (a frequent happening in mobile networks) outside its cluster 

boundary will cause re-clustering. 

3-hop between adjacent clusterheads (3hBAC). The 3hBAC clustering algorithm [14] is a 1-

hop clustering algorithm which generates non-overlapping clusters. It assigns a new status, by 

name, cluster-guest for the network nodes apart from cluster-head and cluster member. Initially, 

the algorithm starts from the neighborhood of a node having lowest id. Then, the node 

possessing highest degree in the closed neighbor set of the above lowest id is elected as the 

initial cluster-head and its 1-hop neighbors are assigned the status of cluster members. After 

this, the subsequent cluster formation process runs parallely and election process is similar to 

HD heuristic. The cluster-guests are used to reduce the frequency of re-clustering in the 

maintenance phase. 

Weight-based clustering algorithms. Several weight-based clustering algorithms are available 

in the literature [4-7], [14], [20], [21]. All these work similar to the above discussed 1-hop 

algorithms, except that each node is initially assigned a weight and the cluster-heads are elected 

based on these weights. The definition of node weight in each algorithm varies. Some are 

distributed algorithms [4], [20], [6] and some are non-distributed [5], [7], [14]. Each has its own 

merits and demerits. 

DSECA [13]. The DSCEA is also a weight-based clustering which generates double star 

embedded non-overlapping structures, where the weight of each node is a linear combination of 

six parameters, namely, degree, node closeness index, mean hop distance, mean Euclidean 

distance and neighbour strength value. The algorithm proposed in this paper is a modified 

version of DSECA. 

4. MODELLING ASSUMPTIONS 

It is assumed that the network to be clustered is deployed by distributing the mobile nodes 

randomly in different positions on a terrain of size KxK.. Each node is assumed to have a 

uniform transmission range and the network under consideration is assumed to be 

homogeneous, unless otherwise specified. Those nodes within the transmission range of a 

particular node are identified as the 1-hop neighbors of that node. Each node identifies its 1-hop 

neighbors by transmitting Hello messages. The nodes are allowed to move randomly in different 

directions with varying velocity in the range [0, Vmax]. To keep track of the changes in node 

positions due to mobility, the nodes send and receive Hello messages periodically at a 

predefined broadcast interval BI.   

Each node computes its own weight and broadcasts a Weight_info() message containing its id, 

weight. Upon successful transmission and reception of Weight_info() messages by the entire set 

of nodes, each node maintains a weight table containing the weight information about all the 

other nodes in the network. Further, each node in the network has knowledge about the hop and 

Euclidean distance between itself and all the other nodes in the network. With these basic 

assumptions and information, the network nodes execute our proposed clustering procedure. 

5. GRAPH PRELIMINARIES 

A graph G is defined as an ordered pair (V, E), where V is a non-empty set of vertices/nodes and 

E denotes the set of edges/links between different pairs of nodes in V.  Communication 

networks can in general be modeled using graphs. If any two nodes are within the transmission 

range of each other, then both can communicate with each other and are joined by a 

bidirectional link. The set of all nodes in the network is taken as the vertex (or node) set V of G 

and any two nodes are made adjacent (i.e., joined by a link) in G, if the corresponding two 



International Journal of Wireless & Mobile Networks (IJWMN) Vol. 3, No. 2, April 2011 

256 

 

nodes can communicate with each other and the graph so obtained is called the underlying 

graph or network graph or network topology. Hence, the problem of “Network Clustering” can 

be viewed as a problem of “Graph Partitioning”. Since each node is assumed to have uniform 

transmission range the underlying graph will always be an undirected graph. 

If u and v are any two nodes in the network graph, then d(u, v) denotes the least number of hops 

to move from u to v and vice versa and is referred to as the Hop-distance between u and v and 

ed(u, v) denotes the Euclidean distance between u and v. Thus, in a homogeneous network, for a 

given transmission range r, two nodes u and v can communicate with each other only if they are 

at Euclidean distance less than or equal to r i.e., ed(u, v) ≤ r.  Graph theoretically, two nodes u 

and v are joined by a link e = (u, v) or made adjacent in the network graph if their Euclidean 

distance is less than or equal to r, i.e., ed(u, v) ≤  r, else they are non-adjacent.  The nodes u and 

v are called the end nodes of the link e = (u, v). For a given node u, the neighbor set of u, 

denoted by N(u), is the set of those nodes which are within the transmission range of u, i.e, the 

set of those nodes which are 1-hop away from u and the cardinality of the set N(u) is defined as 

the degree of u and is denoted by deg(u). The hop-distance between u and its farthest node in G 

is called the eccentricity of u in G and is denoted by ecc(u), i.e., )} ,({max)(
)(

vuduecc
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average of the Hop-distances between u and each of the other nodes is defined to be the mean-

hop-distance of u and is denoted by MHD(u) i.e., 







∑=

∈ )(

),(
||

1
)(

GVv

vud
V

uMHD .   The average of 

the Euclidean distances between u and each of the other node is defined to be the mean 

Euclidean distance of u and is denoted by MED(u) i.e., 







∑=

∈ )(

),(
||

1
)(

GVv

vued
V

uMED . The 

minimum and maximum eccentricities of G are defined respectively as radius r(G) and 

diameter d(G) of G .   

A subset S of vertices of a graph G is said to be a dominating set of G if each vertex in V-S is 

adjacent to atleast one vertex in S. An edge e = (u, v) is said to dominate an edge f if either         

f = (u, x) or f = (v, x), where x ∈ V. In other words, the edge e = (u, v) dominates an edge f, if     

f  has atleast one of the vertices u or v as one of its end vertices [22].  An edge subset E′ ⊆ E is 

an efficient edge dominating set for G if each edge in E is dominated by exactly one edge in E′ 
[22].  

The graph G which is rooted at a vertex say v, having n nodes v1, v2, … vn, adjacent to v as 

shown in Figure 1, is called as the star graph and is denoted by K1, n.  

 

 

 

                           

Figure 1. Star Graph 

 

The graph obtained by joining the root vertices of the stars K1, n and K1, m by means of an edge as 

shown in Figure 2,  is referred to as a double star or (n, m)-bi-star. 

 

 

 
Figure 2. Double Star/(n, m)-bi-star 
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6. DEFINITION OF WEIGHT PARAMETERS 

With the support of the idea generalized in [3], i.e., any meaningful parameter can be used as 

the weight to best exploit the network properties, here we use six different graph theoretic 

parameters for computing the weight of each node.  

6.1. Closer-Hop set  

Given a pair of nodes u and v in a graph G, the closer-hop set of u relative to v, is defined as the 

set of those nodes which are at a shorter hop distance with u compared to v and is denoted by 

CHS(u|v), i.e., CHS(u|v) = {w∈V(G) : d(u, w) < d(v, w)} and ch(u|v) is the cardinality of the 

CHS(u|v).  It is to be noted that ch(u|v) need not be equal to ch(v|u). In fact, ch(v|u) = N – ch(u|v), 

where N denotes the total number of nodes in the network. 

6.2. Closer-Euclidean set  

Given a pair of nodes u and v in G, the closer-euclidean set of u relative to v, is defined as the 

set of those nodes which are at a shorter euclidean distance with u compared to v and is denoted 

by CES(u|v), i.e., CES(u|v) = {w in V(G) : ed(u, w) < ed(v, w)} and ced(u|v) is the cardinality of 

the CES(u|v). 

6.3. Hop-Closeness Index  

Given two nodes u and v in a graph G, if fh(u, v) = ch(u|v) – ch(v|u), then the hop-closeness 

index of u denoted by gh(u), is defined as
( )

( ) ( , )
∈ −

= ∑h h

v V G u

g u f u v . For example, consider the 

graph in Figure 3. The Hop-closeness index of the node 1 is calculated as follows. 

 

 

 

 

Figure 3. Graph for computing closeness index 
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         = (-11) 

6.4. Euclidean-Closeness Index  

Given two nodes u and v in a graph G, if fed(u, v) = ced(u|v) – ced(v|u), then the euclidean-

closeness index of u denoted by ged(u), is defined as
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g u f u v . By knowing the 

(x, y) positions of each node in the network, the Euclidean-closeness index of each node can be 

computed in a similar fashion given in section 6.3. 

If gh(u) (or ged(u)) is positive, then it indicates the positive relative closeness relationship, in the 

sense that, if for a node u, gh(u) (or ged(u)) is positive maximum, then it is more closer to all the 
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nodes in the network compared to that of the other nodes. If gh(u) (or ged(u)) is negative 

maximum, it indicates that the node u, is highly deviated from all the other nodes in the network 

compared to that of the others. It gives a measure of the negative relative closeness relationship. 

6.5. Combined-closeness index 

The Combined-closeness index of a node u, denoted by CCI(u) is defined to be the 

average of gh(u) and ged(u). i.e, CCI(u) = (gh(u) + ged(u))/2. 

6.6. Categorization of neighbours of a node [13] 

Depending on the Euclidean distance between the nodes, their signal strength varies.  For a 

given node u (transmitting node), the nodes which are closer to u will receive stronger signals 

and those nodes which are far apart from u will get weaker signals.  Based on this notion, the 

neighbors of a transmitting node are classified as follows: 

i. Strong neighbours 

ii. Medium neighbours 

iii. Weak neighbours 

Strong neighbour: A node v is said to be a strong neighbour of a node u, if the Euclidean 

distance between u and v is less than or equal to r. i.e., 0 ≤ ed(u, v) ≤ r/2.  

Medium neighbour: A node v is said to be a medium neighbour of a node u, if r/2 ≤ ed(u, v) ≤ 

3r/4. 

Weak neighbour: A node v is said to be a weak neighbour of a node u, if 3r/4 ≤ ed(u, v) ≤ r. 

6.7. Neighbour Strength value  

For any node u in the network, the neighbour strength value denoted by NS(u) is defined to be 

NS(u) = (m1 + m2/2 + m3/4)K, where K is any constant (a fixed threshold value) and m1, m2, m3 

denote respectively the number of strong, medium and weak neighbours of u. As explained in 

[13], for a node u with greater connectivity, its greater value is due to the contribution of all 

strong, weak and medium neighbours of u.  But, if there exists another node v such that 

deg(u)>deg(v) and m1(u)<m1(v), m2(u)>m2(v), m3(u)>>>m3(v), then it is obvious that node u 

will be chosen because of having greater connectivity value.  But, all its weak neighbours have 

greater tendency to move away from u. This affects the stability of u and hence the 

corresponding cluster, if u is chosen as a master/proxy. Hence, we use the parameter NS(u) to 

determine the quality of the neighbours of a node and hence the quality of the links. 

6.8. Node Weight 

Since for real time applications, it is better to consider Euclidean distances rather than hop 

distances in some cases, and the hop distance cannot be ignored completely, in the proposed 

algorithm, instead of the node closeness index value used in the calculation of node weight in 

[13], we use the combined-closeness index value, by considering both Euclidean and hop 

distances. Thus, for any node u in the network, the weight of u, denoted by W(u) is defined as 

follows. 

1 2 3 4 5 6

1 1 1
( deg ( ) ( ) ( ) ( ) ( ) ---- (1)

( ) ( ) ( )
W u) α (u) α CCI u NS u

ecc u MHD u MED u
α α α α= + + + + +   

Here, the constants 654321  and  , , , , αααααα are the weighing factors of the parameters under 

consideration and these may be chosen according to the application requirements.  In the 

proposed algorithm, in order to give equal weightage to all the factors considered, we choose all 

the weighing factors as (1/n), where n = number of parameters considered.  Here, n = 6. 
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7. STATUS OF THE NODES IN A NETWORK GRAPH 

In the proposed algorithm, each node in the network is assigned one of the following status: 

∗ Master – A node which is responsible for coordinating network activities and also 

responsible for inter and intra cluster communication 

∗ Proxy – A node adjacent to a master node which plays the role of a master in case of any 

failure of the master. 

∗ Slaves – Neighbors of Master nodes and/or Proxy nodes 

∗ Type I Hidden Master – A neighbor node of a Proxy having greater weight than proxy. 

∗ Type II Hidden Master – A node with greater weight and eligible for Master/Proxy 

selection, but not included in cluster formation because of not satisfying distance 

property and also not adjacent to any Proxy node.  

∗ A node which is neither a slave nor a Master/Proxy. 

It is to be noted that a node which was a type II hidden master at some instant may become a 

type I hidden master at a later instant. 

8. BASIS OF OUR ALGORITHM 

In all cluster-head based algorithms, a special node called a cluster-head plays the key role in 

communication and controlling operations. These cluster-heads are chosen based on different 

criteria like mobility, battery power, connectivity and so on.  Though, a special care is taken in 

these algorithms to ensure that the cluster-heads are less dynamic, the excessive battery drainage 

of a cluster-head or the movement of a cluster-head away from its cluster members require 

scattering of the nodes in the cluster structure and re-affiliation of all the nodes in that cluster. 

 

To overcome this problem, in the proposed algorithm, in addition to the cluster-heads (referred 

to as Masters in our algorithm), we choose another node called Proxy, to act as a substitute for 

the cluster-head/master, when the master gives up its role and also to share the load of a cluster-

head. In our algorithm, each node is assigned a weight based on different criteria.  The weight of 

a node is a linear combination of six different parameters as in (1). The algorithm concentrates 

on maximum weighted node and the weight is maximum if the parameters deg(u), g(u), NS(u) 

are maximum and ecc(u), MHD(u) and MED(u) are all minimum. The following characteristics 

are considered while choosing the parameters.  

1. The factor deg(u) denotes the number of nodes that can interact with u or linked to u, 

which is otherwise stated as the connectivity of the node.  By choosing a node u with 

deg(u) to be maximum, we are trying to choose a node having higher connectivity.  This 

will minimize the number of clusters generated. 

2. The metric, neighbour strength value, denoted by NS(u) gives the quality of the links 

existing between a node and its neighbors. By choosing deg(u) and NS(u) to be 

simultaneously maximum, we give preference to a node having good quantity and 

quality of neighbours/links.   

3. The parameter CCI(u) gives a measure of the relative closeness relationship between u 

and the other nodes in the network, both in terms of hop and Euclidean distances.  By 

choosing CCI(u) to be maximum, we are concentrating on the node having greater 

affinity towards the network. 

4. By choosing a node with minimum ecc(u), we concentrate on a node which is capable of 

communicating with all the other nodes in least number of hops compared to others. 

5. By selecting a node with minimum MHD and MED, we choose a node for which the 

average time taken to successfully transmit the messages (measured both in terms of 

number of hops and Euclidean distance) among/to the nodes in the network is much 

lesser. 
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9. OBJECTIVES OF THE ALGORITHM 

The algorithm discussed in this paper is designed with the following objectives. 

1. The network nodes are partitioned into different groups of various sizes to form a 

hierarchical organization of the network. 

2. The cluster formation and maintenance overheads should be minimized. 

3. The clusters generated must be stable as long as possible.   

4. The leader nodes should not be overloaded. Here, it is distributed between the master and 

proxy nodes.   

5. Re-affiliations should be minimized.   

6. Re-clustering should be avoided as much as possible. At times of necessity, re-

affiliations are allowed instead of re-clustering to reduce the cost of cluster maintenance. 

7. The algorithm should overcome the problem of scalability.  

8. The generated clusters should facilitate hierarchical routing. 

10. PROPOSED ALGORITHM – MODIFIED DSECA (M_DSECA) 

The proposed algorithm is a modified version of DSECA given in [13].  The algorithm is an 

extension of the 3hBAC clustering algorithm [14] and the weight-based clustering algorithms.  

As in LCC, 3hBAC and other clustering algorithms, the proposed clustering procedure also 

involves two phases, namely, cluster formation phase and cluster maintenance phase. 

10.1. Notations used in M_DSECA 

∗ The tuple (m, p) denotes a master and its corresponding proxy pair. 

∗ (M, P) denotes the set of all (m, p) such that m is a master and p is its 

corresponding proxy pair. 

∗ hm-I denotes a node which is a hidden master of type I. 

∗ HM-I denotes the set of those nodes which are hidden masters of type I.  

∗ hm-II denotes a node which is a hidden master of type II. 

∗ HM-II denotes the set of those nodes which are hidden masters of type II.  

∗ N(u) denotes the set of all 1-hop neighbours of u. 

∗ N’(u) denotes the set of those neighbours of u having greater weight than u. 

∗ N’’(u) denotes the set of those neighbours of u which are not Master/Proxy nodes 

and also having lesser weight than that of u. 

∗ Nm(u) denotes the set of those neighbours of u which are adjacent to some 

Master node. 

10.2. Cluster set up phase 

M_DSEC(G).  

In the cluster set up phase, initially, all the nodes are grouped into some clusters.   

Initial (Master, Proxy) election. Among all the nodes in the network, choose a node having 

maximum weight. It is designated as a Master. Next, among all its neighbors, the one with 

greater weight is chosen and it is designated as a Proxy. Then the initial cluster is formed with 

the chosen Master, Proxy and their neighbors. Since this structure will embed in itself a double 

star, the algorithm is referred to as a double star embedded clustering algorithm.  
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Second and subsequent (Master, Proxy) election. For the subsequent (Master, Proxy) elections, 

we impose an additional condition on the hop distance between different (m, p) pairs to generate 

non-overlapping clusters. Here, as in 3hBAC, we impose the condition that all the (m, p) pairs 

should be atleast 3 hops away from each other. Nodes which are already grouped into some 

clusters are excluded in the future cluster formation processes. Among the remaining pool of 

nodes, choose the one with higher weight. Next,  

 (i)  Check whether the newly chosen node is exactly 3-hop away from atleast one of the 

 previously elected Masters (or Proxies) and atleast 3-hop from the corresponding Proxy 

 (or Master) 

 (ii) The newly elected node should be at distance atleast 3-hop from rest of the (m, p) pairs.  

If the above chosen higher weight node satisfies these two conditions, it can be designated as a 

Master. 

To choose the corresponding Proxy, among the neighbours of above chosen Master, find the 

one with higher weight and at distance atleast 3-hop from each of the previously elected (m, p) 

pairs. Then, obtain a new cluster with this chosen (m, p) pair and their neighbours. Repeat this 

procedure until all the nodes are exhausted. The nodes which are not grouped into any cluster 

and the set HM-I are collected separately and termed as “Critical nodes”.  The set of all nodes 

grouped into some clusters is denoted by S and the set of critical nodes is denoted by C. Hence, 

after the cluster set up phase, the sets S and C are obtained as output. The pseudo code for the 

above process is given below. 

10.2.1. Main Procedure 

M_DSEC(G) 
1. Randomly generate the required node positions of all the nodes in the network. 

2. for each node u∈N, compute N(u) 

3. Compute the Euclidean distance matrix and Hop distance matrix. 

4. S=3-hop-M_DSEC(N)  /*Calling procedure to form a set with maximum possible 3-hop 

perfect double star embedded clusters*/ 

5. C = N/S ∪ CR  // C forms the Critical node set 

6. If(C ==φ ) 

7.    then  

Print “Perfect clustering…” & goto step 15 

8.    else { 

9.        SA = adjusted_M_DSEC(S, C) 

10.   CA = N\SA 

11.   Print “Refined Clustering…”   

12.        Return SA, CA 

13.   Exit  

14. }Endif 

15.  Return S, C 

16.  Exit 

10.2.2. Formation of perfect 3-hop modified Double star embedded clusters 

3-hop-M_DSEC(N) 

1. for each vertex u∈N, compute W(u) 

2. S�φ   //Union of all double star embedded clusters 
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3. CR �φ   //Union of hidden masters of type I 

4. j � 1 

5. Extract a node, say x, from N such that W(x) is maximum. (In case of a tie, choose the 

one with higher NS value) 

6. Find N(x) //Nodes within one hop from x 

7. From N(x), extract a node with maximum weight.  Label it as y.      

8. Find N(y) and N’(y) = set of those neighbors of y having greater weight than y 

9. Cj � {x, y} ∪ N(x) ∪ N(y)   /* Initial cluster formation, x acts as master, y acts as proxy 

and its neighbors are slaves */ 

10. Master[ j]�x, Proxy[ j]�y, HM[j]� N’(y)  

11. S�S ∪ Cj //Updation of double star embedded clusters  

12. CR = CR ∪ HM[j] 

13. P=φ    /*Set of those nodes with higher weight but not eligible for Master because of not 

satisfying distance property */ 

14. do{ 

15. Extract a node, say x, from N\[S ∪ P] such that W(x) is maximum. (In case of a tie, 

choose the one with higher NS value).  Label the newly chosen node as z.  

16. If((d(z, Master[i])==3) && d(z, Proxy[i] ≥ 3)) ||  

   (d(z, Proxy[i]==3) && d(z, Master[i] ≥ 3)), for some 1 ≤ i ≤ j) { 

17.   If((d(z, Master[k]) ≥ 3&&d(z, Proxy[k]) ≥ 3),     

    for all k ≠ i and 1 ≤  i, k≤ j) { 

18.    j�j+1 

19.    x � z 

20.    Goto step 6  

21.  } 

22.  else { 

23.       P = P ∪ z 

24.       Goto step 14 

25.  }Endif 

26.   else { 

27.       P = P ∪ z 

28.       Goto step 14 

29.  }Endif 

30.  }while(N\[S ∪ P]≠
 φ ) 

31.  Return S, CR 

32.  Exit 

10.3. Cluster Maintenance phase – Treatment of critical nodes generated by 

M_DSECA 

10.3.1. Nature of Critical nodes 

A node in the critical node set C generated after implementing M_DSECA may be of any one of 

the following categories: 

(i) A Hidden Master of type I. 

(ii) A Hidden Master of type II. 

(iii) A Node neglected in cluster formation because of lesser weight. 
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10.3.2. Neighbors of critical nodes 

Let u be a critical node and v be a neighbor of u.  Then the following cases may arise: 

Case i: v is another critical node 

Subcase i: v is a hm-I. 

Then v will have an adjacent Proxy node such that w(v) is greater than that of the proxy node.  

In this case, the set N’’(v) will be used to form adjusted clusters.  

Subcase i: v is not a hm-I. 

In this case, the set N’’(v)\Nm(v) will be used for adjusted cluster formation.  

Case ii: v is a slave node (an existing cluster member) 

In this case, v will be used for adjusted cluster formation provided v is not adjacent to any 

existing Master.  In such a case, we consider all the neighbors of v having lesser weight than v 

except the neighbors which are Proxy nodes. 

If v is adjacent to some master, then it will not be used for adjusted cluster formation.  

10.3.3. Formation of adjusted Double star embedded clusters 

In the formation of adjusted clusters, we try to form clusters of these critical nodes either among 

themselves or by extracting nodes from existing clusters and regroup them with critical nodes to 

form better clusters. The below adjusted clustering procedure is invoked to minimize the 

number of critical nodes. 

adjusted_M_DSEC(S, C) 

From C, extract a node with maximum weight.  Let it be c. Then any one of the following cases 

arises. Here, we form the adjusted clusters depending on the nature of the critical nodes by 

considering only restricted neighbours as explained in section 10.3.2. 

Case i: c is a hm-I. Then, c will have an adjacent Proxy, say p.  From N(c)\{p}, choose a node, 

say c’, having greater weight.  

Subcase i: c’ is another critical node. If c’ is a hm-I, then find N’’(c’) and form the new 

adjusted double star embedded cluster with {c, c’} ∪ (N(c)\{p}) ∪ N’’(c’). The node c acts as 

the Master and c’ as the Proxy of the new adjusted cluster. Otherwise, the set {c, 

c’} ∪ (N(c)\{p}) ∪ N(c’) will form the new adjusted double star embedded cluster with c as 

Master and c’ as Proxy. 

Subcase ii: c’ is a slave node. In this case, c’ may be adjacent to some Master/Proxy of existing 

clusters.  As explained in 10.3.2., if c’ is adjacent to any master, then it will not be used for 

adjusted cluster formation. If not, then we obtain a new adjusted cluster with                            

{c, c’} ∪ (N(c)\{p}) ∪ N’’(c’).  

Case ii: c is not a hm-I. In this case, from N’’(c)\Nm(c), choose a node, say c’ having greater 

weight, then form a new adjusted cluster, with c, c’, N’’(c)\Nm(c) and N’’(c’)\Nm(c’).  

Repeat this procedure until either all the nodes are exhausted or no such selection can be 

performed further. If there is any node still left uncovered after completing this procedure, it 

will become a Master on its own.  

Further, as the position of nodes may change frequently due to mobility, each (m, p) pair should 

periodically update its neighbor list so that if any slave node moves outside its cluster boundary, 

it can attach itself to its neighboring cluster by passing find_CH messages to all (m, p) pairs. If 
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it receives an acknowledgment from some Master/Proxy, it will join that cluster. In case getting 

an acknowledgement from two or more nodes, the slave chooses the one with higher weight. 

11. AN ILLUSTRATION 

The above given procedure is explained with the following network graph. Consider the 

network graph shown in Figure 4., consisting of 23 nodes. The (x, y) positions of the nodes in 

the network are randomly generated and the graph is plotted with those positions. The weight of 

each node is computed using formula 1. Appendix gives a detailed description of the 

computation of weights of the nodes in the below network graph. The values in the parentheses 

denote the node id and weight values of the respective nodes. Here, the value of NS(u) is 

computed by arbitrarily considering some of the neighbours as strong, some as weak and some 

as medium neighbours and taking the threshold value K=100. 

 

 

 

 

 

 

 

 

 

Figure 4. An Example Network Graph (G) 

                                                                                                                        

 

 

 

 

 

 

 

 

Figure 5. Clusters generated after executing M_DSEC(G) 

(Here, the striped circles denote Masters, Striped squares denote Proxies and 

Shaded circles denote slaves) 
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Clusters generated after executing M_DSEC(G): 

 

C1 = {(3, 1), 0, 2, 4, 5, 22}  

C2 = {(18, 16), 13, 14, 15, 17, 19, 21} 

C3 = {(9, 10), 8, 11, 12} 

After executing M_DSEC(G), the adjustment procedure adjusted_M_DSEC(S, C) explained 

in section 10.3.3. is executed with S = C1∪ C2∪ C3 and HM-I = {11, 13, 14}, HM-II = {11, 13}, 

C = HM-I ∪ Set of nodes left unclustered = {11, 13, 14, 6, 7, 20}.  Among the nodes in C, the 

node 13 possesses highest weight. Hence, it becomes an eligible master for adjusted cluster 

formation. Now, node 13 is a hm-I. Therefore, it has an adjacent proxy, i.e., node 16. Hence, by 

looking into N(13)\{16}, we choose a node with higher weight, which node 11. Thus, by using 

case (i) of section 10.3.3., we get a new adjusted cluster C1’ = {(13, 11), 12, 14, 15}. At the 

same time cluster C2 gets changed as C2 = {(18, 16), 17, 19, 21}. Then continuing with the 

remaining set of critical nodes, i.e., {6, 7, 20}, we get another new adjusted cluster C2’ = {6, 7}. 

The node 20 is still left uncovered. So, it is declared as a master on its own. Thus, the adjusted 

clusters obtained finally will be as shown in Figure 6. It can be seen from Figure 5 and Figure 6 

that after implementing the adjustment procedure, not only the critical nodes are grouped into 

some clusters, but also the already generated clusters get adjusted automatically so that the load 

is well balanced. Hence, the algorithm generates optimum load balancing clusters.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Adjusted Clusters formed after executing adjusted_M_DSEC 

  

12. CATEGORIZATION OF M_DSE CLUSTERING 

Any clustering which yields no critical nodes after initial cluster formation is said to be a 

perfect clustering. The one which yields some critical nodes but the number can be reduced to 

zero after the execution of adjustment procedure given in 9.2.3. is said to be a fairly-perfect 

clustering scheme and the one in which the number of critical nodes cannot be reduced to zero 

even after implementing the adjustment procedure is said to be an imperfect clustering. 
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13. PROPERTIES OF THE CLUSTER STRUCTURES 

In general, to meet the requirements of the ad hoc networks, a clustering algorithm is required to 

partition the nodes of the network so that three ad hoc clustering properties are satisfied. (1) 

Dominance Property, (2) Independence Property, (3) Guaranteed good service by the leader 

nodes.[3, 21].  It can be seen that the proposed algorithm also satisfies the above properties. i.e.,  

1. Every ordinary node (a node which is neither a master nor a proxy) affiliates with a 

leader node (Master/Proxy) (dominance property). 

2. As per the proposed algorithm, the Master nodes are always maintained to have higher 

weight than the rest of the nodes in that cluster. 

3. Every slave node is at most d hops away from its (Master, Proxy)-pairs, where d = 2. 

4. No two Master nodes are adjacent (guarantees well scattered clusters).  

The following are some of the other graph theoretic/structural properties observed in the cluster 

structures obtained using the proposed algorithm. 

Property 1. Each cluster is of diameter atmost 3.  

Property 2. Each double star embedded subgraph has a dominating edge 

Property 3. After finishing the execution of both M_DSEC and the adjustment procedure, each 

vertex lies in exactly one cluster, as each slave node is affiliated with exactly one (Master, 

Proxy)-pair, whereas each critical node is declared itself as a leader node. 

Property 4. If the resultant clustering is a perfect clustering, then the set of all (Master, Proxy)-

pairs will form an efficient edge dominating set and the total number of clusters obtained in such 

a case will be equal to the domination number of the line graph of the underlying network 

graph.  

14. CONCLUSION AND FUTURE WORK 

The proposed algorithm yields a cluster structure, where the clusters are managed by Master 

nodes. In case of any failure of Master nodes, the cluster is not disturbed and the functions are 

handed over to an alternative which behave in a similar way to Master nodes (Perhaps with less 

efficiency than Masters but better than ordinary nodes). In order to better suite practical 

constraints, we have included the Euclidean-closeness measures in addition with the hop-

closeness measure used in [13]. This enables us to increase the life time of the network. Further, 

since the clusters are managed by the Masters as well as by the Proxy nodes at times of 

necessity, the load is well balanced. The event of re-clustering can be avoided as long as 

possible. The algorithm is being implemented in NS2 and the expected better performance of 

the algorithm will be guaranteed on comparison of this with the other existing algorithms.  
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APPENDIX 

Table 1. DISTANCE MATRIX 

Node 

(u) 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 Deg(u) ecc(u) 1/ecc(u) 1/MHD(u) gh(u) 

0 0 1 1 1 1 2 3 3 4 5 6 6 7 6 6 6 5 5 4 4 5 3 2 4 7 0.14 0.27 -47 

1 1 0 1 1 1 2 3 3 4 5 6 6 6 5 5 5 4 4 3 3 4 2 1 5 6 0.17 0.31 46 

2 1 1 0 1 2 2 3 3 4 5 6 6 7 6 6 6 5 5 4 4 5 3 2 3 7 0.14 0.26 -54 

3 1 1 1 0 1 1 2 2 3 4 5 5 6 6 6 6 5 5 4 4 5 3 2 5 6 0.17 0.29 18 

4 1 1 2 1 0 2 3 3 4 5 5 6 7 6 6 6 5 5 4 4 5 3 2 3 7 0.14 0.27 -44 

5 2 2 2 1 2 0 1 1 2 3 4 4 5 5 5 6 6 6 5 5 6 4 3 3 6 0.17 0.29 -10 

6 3 3 3 2 3 1 0 1 1 2 3 3 4 4 4 5 5 7 6 6 7 5 4 3 7 0.14 0.28 -14 

7 3 3 3 2 3 1 1 0 2 3 4 4 5 5 5 6 6 7 6 6 7 5 4 2 7 0.14 0.25 -77 

8 4 4 4 3 4 2 1 2 0 1 2 2 3 3 3 4 4 6 5 6 7 6 5 2 7 0.14 0.28 -14 

9 5 5 5 4 5 3 2 3 1 0 1 1 2 2 2 3 3 5 4 5 6 5 6 3 6 0.17 0.29 10 

10 6 6 6 5 5 4 3 4 2 1 0 1 1 2 2 3 3 5 4 5 6 5 6 3 6 0.17 0.27 -43 

11 6 6 6 5 6 4 3 4 2 1 1 0 1 1 1 2 2 4 3 4 5 4 5 5 6 0.17 0.30 33 

12 7 6 7 6 7 5 4 5 3 2 1 1 0 1 2 2 2 4 3 4 5 4 5 3 7 0.14 0.27 -43 

13 6 5 6 6 6 5 4 5 3 2 2 1 1 0 1 1 1 3 2 3 4 3 5 5 6 0.17 0.31 46 

14 6 5 6 6 6 5 4 5 3 2 2 1 2 1 0 2 1 3 2 3 4 3 4 3 6 0.17 0.30 39 

15 6 5 6 6 6 6 5 6 4 3 3 2 2 1 2 0 1 3 2 3 4 3 4 2 6 0.17 0.28 -20 

16 5 4 5 5 5 6 5 6 4 3 3 2 2 1 1 1 0 2 1 2 3 2 3 4 6 0.17 0.32 84 

17 5 4 5 5 5 6 7 7 6 5 5 4 4 3 3 3 2 0 1 2 3 2 3 1 7 0.14 0.26 -52 

18 4 3 4 4 4 5 6 6 5 4 4 3 3 2 2 2 1 1 0 1 2 1 2 4 6 0.17 0.33 105 

19 4 3 4 4 4 5 6 6 6 5 5 4 4 3 3 3 2 2 1 0 1 1 2 3 6 0.17 0.29 34 

20 5 4 5 5 5 6 7 7 7 6 6 5 5 4 4 4 3 3 2 1 0 2 3 1 7 0.14 0.23 -128 

21 3 2 3 3 3 4 5 5 6 5 5 4 4 3 3 3 2 2 1 1 2 0 1 3 6 0.17 0.33 89 

22 2 1 2 2 2 3 4 4 5 6 6 5 5 5 4 4 3 3 2 2 3 1 0 2 6 0.17 0.31 42 
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International Journal of Wireless & Mobile Networks (IJWMN) Vol. 3, No. 2, April 2011 

270 

 

 

Table 3. Calculation of W(u) for each node in the network 

W(u) = (1/6) *(P1+P2+P3+P4+P5+P6) 

Node(u) 
Deg (u) 

(P1) 

CCI(u) 

(P2) 

1/ecc(u) 

(P3) 

1/MHD(u) 

(P4) 

1/MED(u) 

(P5) 

NS(u) 

(P6) 
W(u) 

0 4 -86 0.14 0.27 0.25 275 32.28 

1 5 -25 0.17 0.31 0.26 325 50.96 

2 3 -51.5 0.14 0.26 0.27 175 21.20 

3 5 8 0.17 0.29 0.28 400 68.96 

4 3 2 0.14 0.27 0.31 300 50.95 

5 3 34.5 0.17 0.29 0.33 200 39.72 

6 3 5.5 0.14 0.28 0.31 175 30.71 

7 2 -81.5 0.14 0.25 0.27 100 3.53 

8 2 32 0.14 0.28 0.33 125 26.63 

9 3 44 0.17 0.29 0.33 200 41.30 

10 3 -7.5 0.17 0.27 0.31 250 41.04 

11 5 -9.5 0.17 0.30 0.28 375 61.88 

12 3 -7.5 0.14 0.27 0.31 250 41.04 

13 5 99.5 0.17 0.31 0.36 300 67.56 

14 3 91 0.17 0.30 0.35 175 44.97 

15 2 18 0.17 0.28 0.32 75 15.96 

16 4 34 0.17 0.32 0.28 225 43.96 

17 1 -26 0.14 0.26 0.30 100 12.62 

18 4 38 0.17 0.33 0.28 275 52.96 

19 3 -37 0.17 0.29 0.25 125 15.29 

20 1 -86 0.14 0.23 0.27 50 -5.73 

21 3 19 0.17 0.33 0.27 150 28.80 

22 2 -8 0.17 0.31 0.27 125 19.96 

 


