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ABSTRACT 

In this paper we propose a new Power Efficient Clustering Protocol(PECP) for prolonging  the sensor 

network lifetime. Homogeneous clustering protocols assume that all the sensor nodes are equipped with 

the same amount of energy and as a result, they cannot take the advantage of the presence of node 

heterogeneity. Adapting this approach, we propose a new protocol named PECP (Power Efficient 

Clustering Protocol) to improve the stable region of the clustering hierarchy process using the 

characteristics parameters of heterogeneity, namely the fraction of powerful nodes( with more energy)  

more suitable to become a cluster head. Intuitively, powerful nodes have to become cluster heads more 

often than normal nodes. The performance of the PECP via computer simulation is evaluated and 

compared with other clustering algorithms. It has been found that PECP prolongs the sensor network 

lifetime. 
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1. INTRODUCTION 

A sensor network consists of a large number of very small nodes that are deployed in some 

geographical area. These tiny sensor nodes, which consist of sensing, data processing, and 

communicating components, leverage the idea of wireless sensor networks [1], [2]. As sensor 

nodes may be placed everywhere, this type of network can be applied to multiple scenarios [3]. 

e.g., in healthcare [4], where they are used to monitor and assist disabled patients, habitat 

monitoring [5], disaster management [6], and even for commercial applications such as 

managing an inventory, monitoring product quality, surveillance, and target tracking [7]. 

In cluster based architectures, mobile nodes are divided into virtual groups. Each cluster has 

adjacencies with other clusters. All the clusters have the same rules. A cluster can be made up of 

a Cluster Head node and Cluster Members [8]. In this kind of network, Cluster Head nodes are 

used to control the cluster and the size of the cluster is usually about one or two hops from the 

Cluster Head node. There are many cluster based architectures [9]. Sensor networks clustering 

schemes can be classified according to several criteria. For example, they can be classified 

according to whether the architectures are based on Cluster Head [10] or on Non Cluster Head 

[11]. The first architecture needs a Cluster Head to control and manage the group, and the 

second one does not have a specific node to perform this task. Another way to differentiate the 

cluster-based architectures is observing the hop distance between node pairs in a cluster. 

The concept of cluster based routing is also utilized to perform energy efficient routing in 

WSNs. Author[12] shows the most important features of cluster-based architectures over ad hoc 
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and sensor networks. The last feature is strongly linked with energy conservation, given that 

clustered wireless sensor networks offer two major advantages over their non-clustered 

counterparts; firstly, clustered wireless sensor networks are capable  of reducing the volume of 

inter-node communication by localizing data transmission within the formed clusters and 

decreasing the number of transmissions to the sink node; secondly, clustered wireless sensor 

networks are capable of extending the nodes’ sleep times by allowing cluster heads to 

coordinate and optimize the activities. Some of routing protocols in this group are: LEACH 

(13), PEGASIS (14). 

Researchers generally assume that the nodes in wireless sensor networks are homogeneous, but 

in reality, homogeneous sensor networks hardly exist. In heterogeneous sensor networks, 

typically, a large number of inexpensive nodes perform sensing, while a few nodes having 

comparatively more energy to perform data filtering, fusion and transport. This leads to the 

research on heterogeneous networks where two or more types of nodes are considered. 

Heterogeneity in wireless sensor networks can be used to prolong the lifetime and reliability of 

the network. 

For heterogeneous WSNs, a very critical task for clustering protocols is to select the cluster 

head so that least energy is consumed, and hence prolong the lifetime. Clustering algorithms can 

be classified based on two main criterions: according to the energy efficiency and stability. 

Selection of cluster head in energy efficient techniques generally depends on the initial energy, 

residual energy, average energy of the network, or energy consumption rate or combination of 

these. The stable election protocols for clustered HWSN prolong the time interval before the 

death of first node called stability period. Many of the algorithms are proposed for clustering in 

heterogeneous network. Following are the some algorithm for clustering: EEHC[15], DEEC 

[16], DBEC 17] and CBSD [18]. 

The main contribution of our work is the design and verification of a new clustering protocol for 

heterogeneous sensor network and its comparison with other protocols in existence. In this 

paper, we present a proposal for new cluster head selection. The proposed algorithm is zone 

based algorithm and heterogeneity parameter is energy. In this algorithm we reduce the number 

of communication between the sensors nodes for cluster head selection, so that the energy 

consumption for cluster head selection can be further reduce. 

Rest of the paper is organized as follows. Section 2 formulates the problem, explains which 

issue has to be solved and presents some application environments where our proposal can be 

used. Section 3 describes our proposal. Its scalability is demonstrated in Section 4.Section 5 

describe the energy model. Section 6 gives the proposed algorithm and operation. The 

comparison of the proposed protocol with other existing cluster based protocol is shown in 

Section-7. Finally, Section 8 gives the conclusion. 

2.   PROBLEM FORMULATION AND APPLICATION ENVIRONMENTS 

Wireless sensor network generally have the architecture presented in [1]. Let us suppose an 

environment where a great variety of sensors must be scattered to take measurements from the 

environment. Let us also suppose that the area is divided into rectangular zones. The network 

has two types of nodes: Cluster Head (CH) and cluster member (CM). The CM senses the data 

and send to CH in specific time duration or when an event happens in the network. CH is 

responsible to send data to Base Station (BS). BS is situated far and out of network. CH is also 

responsible for data aggregation and data compression that reduces the energy consumed for 

data transmission from CH to BS. 

Following type of communication will take place in the network:- 

 

1. CM senses the data from the environment and sends it to CH. 

2. CH aggregate the data come from CM and compress the data and send it to BS. 
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3. Control information from BS to CM and CH. 

4. Control information from CM and CH to BS. 

 

Taking into account the aforementioned premises, several application environments can be 

found. Some of them are the following: 

 

1. Applications with the fixed deployment area. In which the area can be divided in 

rectangular grid. For example like WSN for fire detection. It gives the good results 

work with applications in which node are fixed. For example WSN for fire detection. 

2. Application areas where the movement of node is less or symmetric. In this the means 

of symmetric is: the density of zone should not be so much affect by the movement of 

node. 

3. It could be used in any kind of system where an event or alarm is based on what is 

happening in a particular zone of network. One example is a group-based system to 

measure the environmental impact of a place (forest, marine reef, etc.).  

4. Agricultural application for example some harvests like saffron: a small change in the 

temperature can be damage the plants or flower of the saffron.  

5. WSN for Traffic Management. 

3. ARCHITECTURE PROPOSAL DESCRIPTION  

From the logical point of view, let us suppose an environment where a large number of same 

type of sensors are scattered to take measurements from the environment. The area is divided 

into rectangular grid called zones and each zone has several sensors sensing the environmental 

value like humidity, temperature, wind, movement, etc., organized by a central node as a cluster 

head (CH). The network has 2 type of node cluster heads (CHs) and Cluster members ( CMs). 

Each cluster head have an association with some sensing node called Cluster Members (CMs).  

Although CHs have sensing capacities, they are the ones with higher capabilities then CMs.  

CMs only sense the environment and send the sense data to the CH.  The same physical and 

MAC layers are used between CHs and their CMs.  CHs organize and control the CMs in their 

cluster and all CMs have to establish a connection with a CH to join its cluster. This connection 

can be established only if the distance between them is shorter than other CHs in the network. 

All CHs and CMs can communicate with the BS. In our design only one CH per cluster has 

been provided, but more could be added for scalability purposes, using the algorithm presented 

by the same authors of this paper in reference [25]. An example of architecture proposed is 

shown in figure 1. The area is geographically divided in zone. 

 

 

Figure 1: wireless sensor network 

   Many of the routing protocol can be used to route information between CHs. For Example 

OLSR [19] , AODV [20], DSR [21] or TORA [22].     The number of clusters in the network is 

determined by the extension that is to be covered by the whole network. If a new zone needs to 

be covered, a new cluster has to be added. Although many types of sensors or types of devices 

can be added to any cluster, the application of the 20/80 rule (20% of CHs, 80% of CMs) is 

suggested [23]. 
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3.1. Identifiers and Predefined Parameters 

    Base Station (BS) has the list of zone with an identifier called ZoneID and geographical 

coordinate of zone in network area.  Each node deployed in the network with a unique 16-bit 

identifier called nodeID.  When a node in a zone declared as cluster head by Base Station (BS) it 

acquires a unique 16-bit cluster head identifier called clusterID with zoneID in which it will 

work. Base station also declared a threshold value (TH). The selection of the new cluster head 

or for the CH election algorithm runs in the system when any of CH has its residual energy less 

or equal to threshold value. All nodes in a cluster will have the same cluster head and any new 

node will join the cluster whose CH is closest. 

  

 Every node in networks must have the following parameters in the proposed architecture: 

 

• Position: position is the (x,y) geographical value for the node. It could be given 

manually or by GPS. 

• Type: It identifies the type of node, whether it is CH or CM. 

 

With above parameter when a node is declared as CH, following parameters are added by Base 

station to node. 

 

• Max_con: Maximum number of supported connections from CMs. 

• Max_distance: It is the maximum distance to be a neighbour. It is always shorter than 

or equal to the coverage area radius. The energy model as stated above specifies that 

distance can be calculated by signal strength. Maximum distance is the distance for 

transmission of request or information from the CH. 

Two parameters have been defined to be used for the operation of the architecture. 

∆   Parameter: It depends on the node available energy and its age in the system. It is used to 

ascertain which node is the best one to become a Cluster Head node. A node with higher 

residual energy and the most stable node will be the CHs. Since the oldest node should be the 

lowest energy node, but this parameter appears to consolidate the most stable nodes as the CHs ( 

new ones could be mobile nodes or even with lower energy). A node with higher available 

energy and older will have higher ∆. Equation 1 defines the ∆ parameter:  

∆=16-age (1-E2)1/2                                     (1)               

where age = log2(nodeID), so age varies from 0 to 16. E  is defined as  % of energy 

consumption and it values vary from 0% to 100%. E = 0 indicates it is fully charged and E = 

100 indicates it is fully discharged.  

 

Figure 2: ∆  values versus age 
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ρ Parameter 
 

    It is the property of a node to become a cluster head. It is used by the Base Station or election 

algorithm to elect a node as CH. When energy of any CH in the network is less then threshold 

value CH election algorithm will run in the system by the base station or by the existing CH. 

CH election algorithm is run in the following scenario:- 

1. For the first time when the network is deployed the election of CH is done by the  BS. 

2. When any of the existing cluster head is dead or non working with any reason then 

election algorithm is done by the base station. 

3. When the ∆ parameter of existing CH is equal to TH then election algorithm is run by 

the existing CH to select a new cluster head. 

 

 The ρ parameter depends on the CH with the residual energy. If the residual energy of the CH  

< = Threshold, value of ρ will be 0. Value of ρ will be 0 or 10, according to the state of the 

node. A 0 value of ρ indicates that the node is not elected as CH till now and a 10 value of ρ 

means it has the energy level at threshold value and not be elected till all node has the same ρ 

value. If all the nodes has same value of ρ (ρ=10), than a node will be selected as cluster head 

with higher ∆.                                                                                                                                

4. SCALABILITY 

   It is known that cluster based systems are more scalable than other systems. This section 

shows that why our proposal scales better than other proposals. First, we have to take into 

account that computation is much cheaper than communication in terms of energy dissipation 

[24]. So, what is desired is architecture with fewer retransmissions. This will imply a saving in 

energy of the whole system and it will give more scalability to the architecture. 

   Let a network of nodes G = (V, E) be, where V is the set of nodes and E is the set of 

connections between nodes. Let k be a finite number of disjoint clusters of V, so V = U (Vk) and 

there is no node in two or more subsets (∩Vk = 0), i.e., there are not overlapping nodes. Let us 

suppose N = |V| (the number of nodes of V) uniformly distributed in a region. Let us suppose 

that there is just one cluster head node per cluster, so there are k head clusters in the whole 

network. Equation 2 gives the number of nodes: 

                                                                                               (2)               

 
and the average number of members of  in a cluster will be given by Equation 3: 

                                                                                                      (3) 

By the architectural proposal and the above formula the average number of members in cluster 

is as in equation 3.  The minimum number of neighbouring zone for a zone in network is 3 (If a 

zone is at corner of geographical area) and maximum of 8 neighbouring zone in the network (if 

it is in middle of the geographical area).  

5. ENERGY MODEL 

We assume that the energy consumption of the sensor is due to data transmission and reception. 

Cluster head is also consuming energy for the data aggregation before it sends the data to BS. 

We use the same radio model as stated in [13], [24] and shown in Figure 1, the energy 

consumed in transmitting one message of size k bits over a transmission distance d, is given by 

 

ETx(k,d)=k(Eelec + ∆AMPd

)= Eelec k + k∆AMPd

 
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Where  k=length of the message 

 d=transmission distance between transmitter and receiver 

Eelec= electronic energy 

∆AMP =transmitter amplifier 

∆ = Path Loss (2<= ∆ <=4) 

Also, the energy consumed in the message reception is given by  

 

Erx = Eelec k 

 

 

Figure3 : Radio Energy Model 

  6. PROPOSED ALGORITHM AND ARCHITECTURE PROPOSAL OPERATION 

We proposed a new cluster head selection protocol for heterogeneous wireless sensor network. 

The algorithm is based on LEACH protocol. The proposed algorithm is zone-based algorithm 

and the parameter for heterogeneity is energy. In wireless sensor network two basic approaches 

are used to select the cluster head: Centralized and Distributed. In either of the method after a 

node is declared as a cluster head , the following process is followed to associate the node to 

cluster head: 

1. The node declared as cluster head send the JOIN request to all other nodes. 

2. The node receives the JOIN request and examines it on the basis of signal strength. 

According to general radio energy model for wireless sensor networks the signal strength 

depends on the distance means if signal comes from the more distance has the less strength 

and vice-versa. 

3. A node will be selected as the cluster head, which has minimum distance from node. 

4. Node sends a message for joining the cluster as cluster member. 

The probability of the node to become a cluster head will be P, p is the maximum number of 

cluster heads in the network. In the algorithm we reduce the number of communication between 

the sensor nodes for cluster head selection so that the energy consumption for cluster head 

selection can be further reduce. This can increase the residual energy of the cluster head and the 

network survivability can be enhanced. The emphasis of our approach is to increase the life 

span of the network by ensuring    a uniform distribution of nodes in initial network. In the 

following section we describe the propose algorithm. Let us suppose a heterogeneous network 

with 100 nodes having different initial energy. The base station (BS) is located outside the 

deployed area and fixed. According to energy model data compression energy is different from 

the reception and transmission. Energy of transmission depends on the distance (source to 

destination) and data size. Although nodes are mobile but during the cluster head selection 

phase the nodes are assumed to be immobile. 

 

The proposed algorithm works in round. Each round has the setup and transmission phase. 
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The flow graph for the proposed algorithm  is as follows : 

 

6.1 Setup phase 

In the setup phase cluster head selection is done. Following steps are will be followed. 

6.1.1 Creating Zone  

• All nodes send the energy and position information to BS in SEND_INFO message. 

• BS create zone on the basis of geographical area and assign a zoneID. For example we 

divide the network in 6 rectangles. 

 

 

Figure 4 : The sensor network 

• By the position value it select node in zone and run cluster selection algorithm to select 

the cluster head. 
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Figure 5: Zone in the network. 

• BS select CH elect Message node, elected as cluster head to cluster with clusterheadID 

and zoneID with which it associated by ELECT_INFO message. 

 

 

Figure6 : Selection of Cluster Head in Zone 1 

Protocol operation to create zone  by BS: 

 
Figure 7 : Protocol operation to create zone and CH election by base station 

 

In this process two messages are used :- 

1. SEND_INFO (Energy and position information of Node) 

2. ELECT_INFO.(ClusterID with  ZoneID from which CH is associated). 

 

SEND_INFO 

CMs BS 

BS create zone on basis of 

geographical area. 

By position value it select 

node in zone and select the 

cluster head on ∆  and ρ  

value. 

Send ELECT_INFO to 

elected node as a CH. 

 

 
ELECT_INFO 
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6.1.2. Cluster Formation. 

• Selected cluster head send the JOIN request to the nodes lie in the zone itself and to the 

neighbour’s zone. For example in figure the cluster head of Zone 1 will send the join 

request to the nodes of Zone 1, Zone 2, Zone4, and Zone 5. 

 

 

 

Figure 8 :Join request send to all other nodes in neighbouring zone 

 

• Node receives all JOIN request and by their energy calculates the distance of the cluster 

heads. 

• The node sends an ACK in response to the JOIN to the cluster head which has minimum 

distance. 

 

Protocol for cluster formation  

 
  

Figure 9 : Join request send to all other nodes in neighbouring Zone 

 

• Final cluster formation is done. 

• After welcome CH the cluster head periodically send the keepawake CH message to 

the node to check the whether the node is alive or not. 

• The node responds this by keep awake ACK message to inform CH that it is in 

working condition. 
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Figure 10 : Final cluster formation 

 

The whole operation use the following Messages: 

3. JOIN (cluster ID) 

4. ACK connect(ClusterID, nodeID) 

5. WelcomeCM(Cluster ID) 

6. Keepawake(Beacon) 

7. KeepawakeACK(Beacon) 

 

6.2 TRANSMISSION PHASE 

1. Node sends data to cluster head in each round. 

2. Cluster head receive the data, aggregate it and send it to the Base Station. 

 

6.3 NEW CLUSTER FORMATION 

 
New cluster is selected for the reasons described below 

• When the energy of existing cluster heads decreases down to threshold value. 

• When any of the existing cluster head leave the cluster, in case of failure or 

disconnection. 

 

6.3.1. When the energy of existing cluster heads decreases down to threshold value. 

In this situation the election algorithm is run by the existing cluster head. And after the 

election algorithm the cluster head will be the part of the network as normal node (CM). 

• Nodes of the existing cluster are sorted in ascending order of energy. 

• Node with the highest energy and with R value  

• The hop distance from the existing cluster head is minimum (hop distance may 1 or 2). 

• The new selected CH will again perform the step of setup phase to select to form a new 

cluster.  

• Old CH send all the control information by Backup Message and cluster ID. 

• New selected CH send the cluster ID to the BS with Zone ID with it nodeID in N_INFO 

message 

• The new selected node send again send the JOIN request to all node in its own zone and 

to neighbour zone node. 

• The node will select the clusterhead with minimum distance. 

• With the ConnectACK a node can select the Cluster . 

• Welcome CH is send by cluster head. 

• And periodically it send the keepawake message to node which is responded by the 

keepawake ACK by node. 
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• New Cluster with new CH will be created. 

 
 

Figure 11 : Protocol operation for selecting new cluster head by existing cluster head 

   The whole process use the following new messages:- 

8. Backup Message (nodeID,Cluser ID Associated with the CH) 

9. N_INFO (Cluster ID , nodeID, zone ID) 

10. N_INFOACK(ACK of n_INFO). 

    6.3.2 New cluster head selection in case of Failure or disconnection. 

In this case the cluster head is not working in network due to failure or disconnection of 

CH. This time the election algorithm is run by BS and it is same as describe in 6.1. 

 

6.4 ADDITION OF NEW NODE IN NETWORK 

• When a new node is added to the network it sends it geographical information to the 

BS. 

• Then BS send it to the zoneID to the node. 

• In order to join the architecture, the new node broadcasts a discovery message.  

• CHs will reply with a discovery ACK message with their position . 

 

Node will select the CH with following three ways. 

 

     6.4.1 If it does not receive any reply within 10 seconds, it becomes a CH, so it creates the           

cluster and waits for new nodes. Ten seconds have been chosen because it is enough time 

to receive a reply from a near node. Later replies will be from nodes which are either too 

far or too busy. Then it send Discovery message to BS. BS station replies with ACK and 

associated zoneID and cluster ID of neighbouring zone. Then it send discovery message 

again to those node. If it receives one or more reply it follow the 6.4.3. 

 

6.4.2 If it receives one or several replies and it finds the CH with minimum distance. Then, it 

sends an M connect message to establish a connection with the selected CH. If the CH 

confirms that connection because it has not reached the maximum number of 

connections, it adds this entry to its CM table, sends a ―Welcome CH message. 
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Figure 12: Protocol operation to select new cluster head by node 

6.4.3 If it receives one or several replies and it finds the CH with minimum distance. Then, it 

sends an M connect message to establish a connection with the selected CH. If the CH 

does not confirms that connection because it has reached the maximum number of 

connections, newly added node will send the M Connect message to second best Ch and 

follow the same steps. 

 

Figure 13 : Protocol operation to select new cluster head  

The process uses the following message: 

11. Discovery (nodeID) 

12. DiscoveryACK(ClusterID, zone ID,nodeID). 

 

6.5 Deletion of node in network 

When a CM leaves the cluster (because of its mobility, or due to failure or other issues), the CH 

of its cluster will not receive any ―keepawake message from it. After a dead time, the CH will 

erase this entry from its CM table.  
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6.6 Simulation  

Simulation result 

 

The performance analysis of proposed clustering algorithm is evaluated in the MATLAB and  

compared with the LEACH algorithm (in which cluster selection is random selection process) in 

terms of the network lifetime. We simulate the proposed algorithm with the LEACH algorithm. 

In the LEACH random selection method in each round cluster head selection is on the basis of 

1/p. not on the residual energy.  

      The cluster head is determined by the following function (1) 

Pt  if n € G 

T(n)   =                  _____ Pt _________ 

                          1-Pt.(r.mod i/Pt)
2 

 

0,  Otherwise 

   

Where Pt is the desired percentage of cluster heads, r is the current round number; G is the set 

of nodes that have not been cluster-heads in the last 1/Pt rounds. 

When a node is declared as cluster head it sends the JOIN request to all other nodes. In this 

simulation the node send the JOIN request to other 99 nodes but in the proposed algorithm 

the node has the maximum energy will be declared as cluster head and it send the JOIN 

request to the nodes of its own zone and neighbouring zone for example in the simulation if 

Zone 1, Zone 2, Zone 4, Zone5 have 72 nodes, then JOIN request will send to only 72 Nodes. 

Following energy can be saved 25 Transmission of JOIN request. 

  

   Power consumption in according to energy model method for cluster head selection and node    

   association with the cluster head  

E consume =  JOIN request to all other nodes in network 

                + Energy for the reception of data for all nodes in cluster 

                      + Send the CH information to Base station. 

=(ETX * ctrPacketLength + Emp* ctrPacketLength)   +(ERX*ctrPacketLength 

*N) + EDA    +(ETX * ctrPacketLength + Emp* ctrPacketLength) 

 

Length of ctrPacketLength is 100. 

 
Table 1: Simulation of proposed and random algorithm 

 

 

Max no. of  node in a 

cluster in Proposed 

algorithm 

Maximum 

number of node 

In a cluster in 

random 

algorithm 

Number of 

JOIN 

request in 

Proposed 

algorithm 

Number of 

JOIN 

request in 

Random 

algorithm 

Total 

Energy in 

cluster 

formation 

in random 

algorithm 

Total energy 

in cluster 

formation in 

Proposed 

algorithm 

Simulation 1  25 50 76 99 75.0005 51.0005 

Simulation 2 27 46 68 99 73.0005 48.0005 

Simulation 3 24 38 65     99 69.0005 45.0005 

Simulation 4 23 29 56 99 64.5005 40.0005 

Simulation 5 21 37 69 99 68.5005 45.5005 

Simulation 6 22 30 59 99 65.0005 41.0005 

Simulation 7 27 32 63 99 66.0005 45.5005 

Simulation 8 24 39 66 99 69.5005 45.5005 

Simulation 9 26 35 72 99 67.5005 49.5005 

Simulation 10 24 42 68 99 71.0005 46.5005 
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Figure 14 : Comparision  operation to select new cluster head  

 

Figure 15 : Network Stability 

7 PROTOCOL COMPARISION 

Table 2 : Comparision of various protocols 

Clustering 

Algorithm 

Energy 

Efficient 

Location 

awareness  

Balanced 

clustering 

Cluster 

stability 

Heterogeneity 

Type  

Clustering 

Methodology 

Heterogen

eity Level 

Kumar 

2009 

High No Yes Moderate Energy Distributed Three 

Qing2006 High No Yes Moderate Energy Distributed Two 

Elbhiri 

2009 

High No Yes Good Energy Distributed Two 

Duan 2007 High No Yes Good Energy Distributed Two 

Marin-

Perianu 

2008 

High Yes No Moderate Energy and 

Link 

Centralized Multilevel 

Smaragda

kis 2004 

Low No  Good Energy Distributed Two 

Haibo Low Yes Yes Very 

Good 

Computational 

and Energy 

Centralized Three 

Varma 

2008 

Low Yes OK Good Computational 

and Energy 

Centralized Two 

Li 2007 Low Yes Yes Good Energy Distributed Two 

Wang 

2007 

Ok No Yes Very 

Good 

Energy Centralized Two 

Liaw 2009 Low No Yes Good   Multilevel. 

PECP High 

Yes 

Yes Good Energy Semi Two 



International Journal of Wireless & Mobile Networks (IJWMN) Vol. 3, No. 3, June 2011 

65 

 

   

 

 

8   CONCLUSION  

The wireless sensor networks have been envisioned to help in numerous monitoring 

applications. Energy efficient routing is paramount to extend the stability and lifetime of the 

system. In this paper, we have proposed an energy efficient heterogeneous clustered scheme for 

wireless sensor networks. The energy efficiency and ease of deployment make PECP a 

desirable and robust protocol for wireless sensor networks. In order to improve the lifetime and 
performance of the network system, this paper reports on the development of an architecture 

that creates clusters based on zone  and establishes connections between sensor nodes and 

also the description of the protocol developed and the flow of the messages have been 

presented. Comparing our proposal with others, it can be seen that the detailed description of 

our protocol allows its easy implementation Simulations results show that PECP has extended 

the lifetime of the network as compared with LEACH in the presence of same setting of 

powerful nodes in a network. Hence, the performance of the proposed system is better in terms 

of reliability and lifetime. Although we compared PECP with LEACH, there are many 

clustering algorithms that we have to compare and there are many factors that can affect the 

network lifetime. Further directions of this study will be deal with clustered sensor networks 

with more than two levels of hierarchy. 
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