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Abstract 
Mobile ad-hoc networks pose real difficulty in finding the multihop shortest paths because of continuous 

changing positions of the nodes. Traditional ad-hoc routing protocols are proposed to find multi-hop 

routes based on shortest path routing algorithms, which cannot effectively adapt to time-varying radio 

links and network topologies of Ad-hoc networks. In this paper we proposed an enhanced routing 

algorithm, which uses probabilistic approach for the stability of the neighboring nodes in finding and 

maintaining the routing paths in Ad-hoc networks. The probability of a node being stable in the path is 

modeled by queuing theory, where the stability of a node is measured by number of packets arrived at a 

node and the number of packets being serviced by the node per unit time. Proposed approach shows 

significant improvement over the traditional Ad-hoc on-demand distance vector routing protocol as 

analyzed in the result analysis section. 
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1. INTRODUCTION 

An Ad-hoc wireless network consists of a group of mobile nodes which communicate 

with each other through the wireless links in a distributed fashion without a centralized 

controller. Mobile Ad-hoc Networks (MANETs) are autonomous collection of mobile nodes. 

MANET usually lacks any type of fixed infrastructure. As nodes in MANET are mobile, so the 

link failure and re-establishment of routes takes place frequently. It is difficult to keep track of 

all these nodes and their locality centrally. So it is essential to find out the geographic location 

of nodes only when communication channel has to be established, in this wireless environment 

wherein bandwidth available for the communication is constrained. Moreover, these nodes keep 

moving with different speed and power is an important constraint for them all the times. A 

topology of 18 nodes Ad-hoc network is shown in figure 1. Because the nodes are 

mobile, the topology keeps changing which makes the transfer of packets complicated.  

To discover and maintain the routes in ad-hoc networks requires more control traffic which 

makes the task of ad-hoc routing more complex and less efficient. Several researches on 

developing ad-hoc routing protocols for MANETs have been proposed [1, 5]. These routing 

protocols can be classified as proactive protocols [1, 2], reactive protocols [4], or hybrid of the 

both [5].Pro-active (table-driven) routing protocols maintain fresh lists of destinations and their 

routes by periodically distributing routing tables throughout the network. The main 
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disadvantages of such algorithms are the respective amount of data for maintenance and slow 

reaction on restructuring and failures. Example of pro-active algorithm is Wireless Routing 

Protocol (WRP) [7] which uses an enhanced version of the distance-vector routing protocol that 

uses the classical Bellman-Ford algorithm [9] to calculate paths. Reactive (on-demand) routing 

protocols finds a route on demand by flooding the network with route request packets. The 

main disadvantages of such algorithms are high latency time in route finding and excessive 

flooding can lead to network clogging. Examples of reactive algorithms are Dynamic Source 

Routing (DSR)[7] and Ad-hoc On-demand Distance Vector (AODV)[6]. AODV is designed for 

networks with tens to thousands of mobile nodes.  One feature of AODV is the use of a 

destination sequence number for each routing table entry. The sequence number is created by 

the destination node. The sequence number included in a route request or route reply is sent to 

requesting nodes. Sequence numbers are very important because they ensure freedom from 

loops and are simple to program. Sequence numbers are used by other nodes to determine the 

freshness of routing information. If a node has the choice between two routes to a destination, a 

node is required to select the one with the greatest sequence number. In AODV, every node has 

a routing table. In AODV, when a source node needs a connection to a destination, it broadcasts 

a route request which is forwarded by all other nodes in the path. Intermediate nodes record the 

node from which they have received this request which creates an explosion of temporary 

routes back to the source node. When an intermediate node receives such a message and 

already has a route to the desired node, it sends a message backwards through a temporary 

route to the requesting node. The source node then begins using the route that has the least 

number of hops through other nodes. It’s entries are destination IP address, prefix size, 

destination sequence number, next hop IP address, lifetime (expiration or deletion time of the 

route), hop count (number of hops to reach the destination), network interface, other state and 

routing flags (e.g. valid, invalid). Route Requests (RREQs), Route Replies (RREPs) and Route 

Errors (RERRs) are message types defined in AODV. When a link fails in AODV, a routing 

error is passed back to a transmitting node, and the process repeats. 

 

 

Figure 1. Topology of nodes in an Ad-hoc network 
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Due to the dynamic changes of network topology in MANETs, however, such a protocol must 

constantly acquire new information to exactly reflect the network topology up-to-date, which 

will trigger a high overhead, especially in the presence of high mobility and large number of 

nodes. Also, it significantly limits its practicability [6, 9]. Therefore, the available deterministic 

protocols can carry out the routing process only under a group of restricted constraints on the 

network coverage area size, node density or mobility. Probabilistic protocols, on the other hand, 

approximately predict the network topology using only probabilistic and traceable information 

[11, 16]. Therefore, they can significantly reduce the amount of overhead in comparison with 

the deterministic protocols and thus are more scalable and topology independent. 

In this paper, we propose an enhanced probabilistic routing protocol (PAODV) by introducing a 

queuing model for infinite packet arrivals at a node, such that the new protocol can work 

efficiently under different network characteristics like node density, coverage area size, and 

node mobility. Although we choose PAODV routing protocol to guarantee node mobility, 

resiliency and low latency, the basic idea of this new method can be applied to other 

probabilistic gossip-based routing protocols. Mathematical and extensive simulation analyses 

have been performed to verify the efficiency of the enhanced routing scheme in coping with 

different network sizes and topologies as well as node mobility. Each experiment was inspected 

in terms of packet delivery probability, packet drop, and throughput which have been reported 

in later sections.  

The remainder of the paper is organized as follows: Section 2 reviews the related research in 

MANET routing algorithms. In Section 3, we discuss assumptions and the proposed algorithms. 

In Section 4, we present the simulation run. Section 5 analyzes the results obtained from 

simulation runs. Finally, Section 6 concludes the paper and presents the future work. 

2. RELATED WORK 

Yassein et al. [29] proposed flooding which is static routing protocol which does not need any 

information about the network topology to deliver packets from the source to the destination. 

When a node wants to send a packet, it transmits this packet to all its neighbors. Then each 

node that receives this packet for the first time retransmits it to all neighbors except the 

neighbor from which it has received which is continued until the packet reaches all nodes in the 

network. Each packet has a unique identifier that consists of the source address, a special 

sequence number used to prevent sending duplicate packets from the same node, and the 

destination address. The main disadvantage of flooding is the consumption of the network 

resources because of the high traffic load it generates. On the other hand, it ensures that the 

packet reaches the desired destination and gives a high packet delivery ratio. 

Reactive routing schemes were developed to reduce routing overhead in mobile ad-hoc 

networks. Today, reactive (or on demand) routing protocols have become synonymous with the 

flooding of route requests (RREQs) when a path needs to be established. While this approach 

may be the fastest solution in a network that is not bandwidth-limited, it leads to the broadcast 

storm problem as identified by Ni et al. [34], especially in volatile routing environments. This 

inefficiency has been identified by many researchers in the past, and several optimizations over 

this blind flooding have been proposed. These approaches include the use of an expanding ring 

search, the use of heuristics based on connected dominating sets to reduce the number of nodes 

retransmitting the packets [35], the use of geographical information to direct the flooding [36] 

and probabilistically reducing the number of retransmissions [34].  
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There are many protocols that implement solutions to the flooding problem in on-demand 

routing protocols by enhancing route recovery  mechanisms [30][31].  In general, routing 

protocols in MANETs can be classified into deterministic and probabilistic protocols. Some 

deterministic approaches try to enhance the existing deterministic protocols to get more 

scalable algorithms. SMORT [17] is a scalable deterministic routing algorithm that exploits 

secondary paths to recover from broken paths, and thus reduces the overhead produced in route 

recovery procedure of AODV protocol. In presence of only a few sessions, this protocol 

provides good scalability for different sizes of the network by adopting fail-safe multiple paths. 

Ad-hoc On-demand Stability Vector (AOSV) routing protocol [20], is proposed to properly and 

effectively discover stable routes with high data throughput and long lifetime by considering 

the radio propagation effect on signal strength. Some also use Global Positioning System (GPS) 

[21] to improve the AODV by calculating reliable distance. In [22], authors have proposed a 

stable, weight-based, on-demand routing protocol.While the proposed scheme may combat 

against link breaks due to mobility, link breaks due to the draining node energy is a factor that 

also must be accounted for when computing weights for stable routing. 

In AODV with Backup Routing (AODV-BR) [31], nodes overhear route reply messages of 

their neighbors to create their own alternate routes to destination. When a node detects a broken 

route, it broadcasts the packet to its neighbors hopefully that one of them has a valid route to 

the destination and at the same time sends a RERR message to the source to initiate a route 

rediscovery.  The reason for reconstructing a new route instead of continuously using the 

alternate path is to build a fresh and optimal route that reflects the current status of the network. 

AODV-BR concentrates on increasing route reliability by decreasing packet drop rates but it 

suffers from two main problems: stale routes and duplicate packet transmission. An 

improvement of AODV protocol based on backup route (AODV-BR) in mobile ad hoc 

networks was proposed by Lee et al. [25]. AODV-BR establishes the mesh and multi-paths to 

the destination. In AODV-BR, the primary route and alternate routes together establish a mesh 

structure that look similar to a fish bone. AODV-BR increased PDR but, has longer end-to-end 

delay. 

In Neighborhood-aware Source Routing (NSR) protocol [32], each node has a partial topology 

that covers in addition to the 2-hop neighborhood, the links in requested paths to destinations. 

Link state information is maintained by broadcasting periodic HELLO messages. In case of 

route failure, an intermediate node tries to repair the route if either the link to the next hop has 

failed or the link headed by the next hop on the path to be traversed has failed. RERR message 

is propagated to the source node if an intermediate node uses a completely new route to 

destination or it has no alternate route to destination. HELLO messages in NSR incur excessive 

overhead to maintain the partial topology of the network. Additionally, stale route problem may 

affect the performance of NSR. 

In AODV with Backup Routing (AODV-BR) [31], nodes overhear route reply messages of 

their neighbors to create their own alternate routes to the destination. When a node detects a 

broken route, it broadcasts the packet to its neighbors hoping that one of them has a valid route 

to the destination and at the same time sends a RERR message to the source to initiate a route 

rediscovery.  The reason for reconstructing a new route instead of continuously using the 

alternate path is to build a fresh and optimal route that reflects the current status of the network. 

AODV-BR concentrates on increasing route reliability by decreasing packet drop rates but it 

suffers from two main problems: stale routes and duplicate packet transmission. 
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Jian et al. [26] proposed an improvement on AODV based on reliable delivery (AODV-RD) in 

mobile Ad-hoc networks. In AODV-RD, a link failure fore-warning mechanism, metric of 

alternate node in order to better select, and also repairing action after primary route breaks is 

performed. AODV-RD is an improvement in AODV-BR. In this work, link failure prediction 

mechanism is used for checking the strength of the packet signal [27]. If the strength is in 

warning state then an alternate route is discovered. If more than one alternate paths are present 

with same hop count then the route is selected whose communicating power is stronger. 

AODV-RD significantly increased packet delivery ratio (PDR). 

Sethi et al. [28] proposed an Optimized Reliable Ad-hoc On-Demand Distance Vector 

(ORAODV) protocol that offers quick adoption to dynamic link conditions, low processing and 

low network utilization in Ad-hoc networks. They used a mechanism of retransmission of 

undelivered data packets with blocking technique to enable optimal path routing and fast route 

delivery with an improvement of PDR. 

Yassein et al. [33] proposed a Smart Probabilistic Broadcasting (SPB) scheme as a new 

probabilistic method to improve the performance of existing on-demand routing protocols by 

reducing the RREQ overhead during the rout discovery operation. The simulation results 

showed that the combination of AODV and a suitable probabilistic route discovery can reduce 

the average end-to-end delay as well as overhead, while achieving low normalized routing load, 

compared to AODV that uses fixed probability and blind flooding. 

In [23], authors presented efficient broadcasting schemes that combine the advantages of pure 

probabilistic and counter-based schemes. The re-broadcast decision depends on both fixed 

counter threshold and forwarding probability values. The value of probability is set according 

to packet counter that is not equal to the number of node neighbors. In [24], the authors 

introduced a technique to reduce the RREQ overhead during route discovery operation, using 

the previous path. They argue that when the path between source and destination is changed, 

the new path between them will not be extremely different from the previous one. Beraldi et al. 

[10] presented a preliminary idea of hint-based routing for Ad-Hoc networks exploiting the 

duration of time passed since the last time nodes encountered with the destination, namely the 

encounter age. Zone Routing Protocol (ZRP) [5] is another technique that was proposed to 

reduce RREQ control packets, which uses a combination of two protocols, namely proactive 

and reactive; it takes the advantages of both protocols in order to solve the flooding of RREQ 

control packets. 

3. PROPOSED ALGORITHM 

From the findings of the birth and death process in queuing model [8], we can relate our 

proposed algorithm to the First Come First Serve (FCFS) model. The arriving packets can be 

regarded as the arriving customers in an unbounded queue and the route finding algorithm as 

the service provided to these customers (packets). According to the FCFS model, the traffic 

arrives randomly, which can be treated as a Poisson distribution, and are served in FCFS basis, 

which is an exponential distribution. Thus the probability that there will exist ‘n’ or greater than 

‘n’ number of packets at a given time in a system is given by: 

 

P (n) = (1-µ/β) (µ/β)
 n
 …………………………………….Eq. (1) 

 

Where, ‘µ’ is the arrival rate of the packets at a node, ‘β’ is the service rate of a node, and ‘n’ is 

the total number of nodes the packet has travelled, before the next node.   



International Journal of Wireless & Mobile Networks (IJWMN) Vol. 3, No. 4, August 2011 

149 

 

 

 

Thus in order to decide whether a packet at a node should be forwarded to another node on a 

particular route is decided by considering the strength of that route, which in turn in decided by 

the probability function described above in equation 1. Greater the strength of a particular route 

less will be the chances of packets being lost or dropped as that route is being continuously 

used to serve the packets for some period of time without any jitters. 

The working of the proposed protocol is explained through the following example. Consider the 

topology of the MANET as shown in figure 1. Let the source and the destination nodes be K 

and I respectively. Let node H moves out from its current position, and the probability factor 

(p.f) of node H be less than 0.5. Probability of each node is computed using equation 1. In the 

route discovery phase, node K broadcasts RREQ messages to node C and node G. Now, node C 

and node G will broadcast RREQ messages to  node B and node F. To the HELLO messages 

from node B and F, only nodes M, L and D. But the node D has a broken link, so it won’t 

broadcast further. In the similar manner, the RREQ from node M and node L will reach node A. 

Node A will further broadcast to Q and N which further broadcast to node R and O 

respectively.Node O broadcast to node H and node R will broadcast to E.Node H would not 

broadcast   as it’s  probability is less than p.f. . Node E will broadcast to P which will broadcast 

to I,which is our final destination. RREPs(route reply) will go through the shortest path from 

node I to node P to node E and than finding the shortest path from node E to node K through 

node Q,node A,node L,node B,node C. Without the proposed approach, AODV would have 

selected the path as K->G->F->M->A->N->O->H->I (as it is the shortest path). As shown in 

figure 2,node H moves out from the network topology, so there is no path from H to I and 

hence route discovery step is again carried out which is not the case in the proposed algorithm. 

Proposed approach takes care of the probability of node H moving out of the range of node F 

which in turn would have resulted in packet drop and finding a new path again. This in turn 

would have increased the network traffic in AODV which is avoided in the proposed approach. 

 

 
 

Figure 2. An example path using PAODV 



International Journal of Wireless & Mobile Networks (IJWMN) Vol. 3, No. 4, August 2011 

150 

 

 

 

In this algorithm, if the probability of a route is less than the threshold value p.f (which we have 

assumed to be 0.5 i.e. 50% stronger route), then another route for forwarding the path is 

determined. The arrival of packets is calculated by the difference between current time and time 

when the previous packet arrived. The service time is assumed to be a constant rate of 0.001 

seconds per packet. Figure 3 shows the flow chart of the proposed algorithm. Comparison of 

performance evaluation of AODV [6] and the proposed algorithm PAODV is shown in Table 1 

where ‘n’ is the number of nodes in the network and‘d’ is the network diameter. Complexity of 

AODV is obtained from the work on routing protocols for ad-hoc networks [3]. 

 

Table 1. PERFORMANCE EVALUATION 

 

PERFORMANCE  PARAMETERS AODV PAODV 

Time Complexity (initialization) O(2d) O(2d) 

Time Complexity (post failure) O(2d) ≤ O(2d) 

Communication Complexity (initialization)  O(2n) O(2n) 

Communication Complexity (post failure) O(2n) ≤ O(2n) 

 
 

 

Algorithm 1:  Finding different paths 

based on probability 

 
function PAODV_rreq  

      nowtime =  GetCurrentTime(); 

      pkt = queue.get(); 

      while(pkt) 

             stamp = nowtime; 

             ratio = arrival/β; 

             factor = ratio^n; 

             probability = (1-ratio)*factor 

             if((rreq_lifetime <= nowtime) 

OR(prob<p.f)) 

                  new_route = PAODV_rreq(); 

             else 
                 dequeue(queued_pkt); 

                 Pkt++; 

       n++; 

       time_curr = GetCurrentTime(); 

       arrival= time_curr – stamp; 

       stamp = time_curr; 

       end while 

end 

 

 

Algorithm 2: Neighbor availability check 

 
 

function PAODV_checkneighborlist 

      nowtime = GetCurrentTime(); 

      neighbor = nei.getlist(); 

      while(neighbor) 

           stamp = nowtime; 

           ratio = arrival/β; 

           factor = ratio^n; 

           probability = (1-ratio)*factor 

           if((neighbor_time <  nowtime)OR(prob<p.f)) 

 unreach_list = new list(); 

               Rt_entry = routetable_get(neighbor_addr); 

               if(Rt_entry) 

                   unreach_list = dequeue(neighbour); 

                   Rt_entry ++;  

            neighbor ++; 

      time_curr = GetCurrentTime(); 

      arrival = time_curr – stamp; 

      stamp = time_curr; 

      n++; 

      end while 

end 

 

The notations (variables) used in Algorithms 1 and 2 are described as below: 

‘n’ is the number of nodes visited, ‘arrival’ is the arrival rate of packets, ‘ratio’ is equal 

to (arrival rate /β), and ‘β’ is the service rate which is equal to 0.001. 
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Figure 3a. Flowchart for computing probability of node stability 

 
Figure 3b.  Flowchart of proposed PAODV algorithm 
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Figure 3c.  Route maintenance in PAODV algorithm 

Flowchart of the proposed PAODV is shown in figure 3a-3c. Figure 3a shows the flowchart of 

probabilistic database in which probabilistic estimation is made, which is used to compute the 

stability of the route as shown in figure 3b. Figure 3b shows  route discovery phase  of the 

proposed algorithm. In route discovery phase, route for packet transfer is computed using 

probabilistic database. Figure 3c shows route maintenance phase of the proposed PAODV. In 

this  phase, it is checked whether the link is stable or broken, at regular interval of time.   

 

4. SIMULATION 

The simulation of the proposed approach was carried out in machines running Fedora 12 with 

Nctuns-6.0 as the network simulator [18, 19]. The simulation parameters are summarized in 

Table 2 as below: 

Table 2. SIMULATION PARAMETERS 

 

Simulation time 80 units 

Phy-model IEEE 802.11(b) 

nodes 25,100,150 

Node movement Randomly generated 

speed 10 m/s 

 

NCTUns [18, 19] uses a distributed architecture to support remote and concurrent simulations. 

It uses open-system architecture to enable protocol modules to be added to the simulator. This 

task can be easily done in just a few mouse clicks via its GUI operating environment. The fully 

integrated GUI environment enables a user to edit a network topology, configure the protocol 

modules of a network node, set the parameter values of a protocol module, specify mobile 

nodes moving paths, plot performance curves, playback animations of logged packet transfers, 

etc. From a network topology perspective, the GUI program can generate a simulation job 

description file suite. Since the GUI program uses the Internet TCP/IP sockets to communicate 

with other components, it can submit a job to a remote simulation machine for execution. When 

the simulation is finished, the simulation results and generated log files are transferred back to 
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the GUI. The user then either examines logged data, plots performance curves, or plays back 

packet transfer animations. We ran our simulations of Algorithm 1 and 2 using the parameters 

defined in Table 2, and the results were plotted. The results were plotted against varying 

number of network nodes. The traversal path of each node was generated randomly by using 

generate random path feature of the simulator. The simulations were carried out for 80 steps of 

the simulation time. To get realistic results, both the AODV [6] and the proposed PAODV were 

simulated with number of nodes varying from 25 to 100 to 150 (with a multiple of 5), having a 

total of 6 simulations. The packet size was fixed for all the simulations. Initially, the nodes 

were placed at random positions and then moved according to the randomly generated traversal 

path by the simulator. The moving speed of each node was kept constant throughout the 

simulation which was 10 m/s. This was done to ensure fairness across different simulations. By 

increasing the number of nodes in the topology and changing the probability factor of random 

nodes, better results were observed which are plotted in figure 4 to figure 7. 

5.    RESULT ANALYSIS 

A. Packet drop as a Metric 

Figure 4 shows the result of the packet drop when the simulation is done with the original 

AODV and with the proposed algorithm PAODV. The area under the curve gives the total 

amount of packet drop. The simulation is carried out for 80 seconds and for 18 nodes as shown 

in figure 1.When the area is calculated (area is calculated by trapezoidal rule ) this simulation 

gives an improvement of about 18.6% i.e. there is 18.6% less packet drop of the PAODV 

algorithm as compared to the original AODV. 

Figure 5 shows the simulation of 150 nodes for 80 seconds. With this simulation there is an 

improvement of nearly 26.8% i.e. packet drop is 26.8 % less in the proposed algorithm. As the 

number of nodes increase in the MANET, the improvement is also observed in this metric. 

Also, as the time of simulation increases, the improvement in the PAODV’s performance is 

observed.  

The reason for improvement can be explained easily because in the proposed algorithm, if the 

probability is less than p.f, then it will find a new path in that phase only rather than finding a 

new path again from starting as in AODV[6], which is described in flow chart of proposed 

algorithm shown in figure 3a-3c.  

 

 
Figure 4. Time vs. number of packet drops                 Figure 5. Time vs. number of packet drops 
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As the number of nodes increase, randomness increases and the problem moves 

towards more realistic state. There will be more alternate paths, and hence proposed 

algorithm chooses best possible path based on the probability and hence performance 

improves drastically as shown in figure 4 and figure 5.  
 

B. Data throughput as a Metric 
 
Figure 6 compares the result of the net-throughput of the original AODV with the proposed 

PAODV.As shown in figure 6; area under the graph of PAODV is more as compare with the 

original AODV. There is an improvement of nearly 3% for 25 nodes and nearly 22% for 150 

nodes network. 

 

C. Probability factor as a Metric 

 
The probability factor (p.f) also changes the result improvement. A simulation of 100 nodes 

with proposed algorithm is carried out with p.f set to 0.8 and 0.5. Figure 7 shows the packet 

drop with p.f equal to 0.8 and 0.5. 

 

The result shows that there is an improvement of 8.3% i.e. there is 8.3% less packet drop for p.f 

= 0.5 with respect to 0.8 p.f. The p.f = 0.5 is the optimal value and can be explained as follows: 

 

 
 

Figure 6.Time vs. throughput                                 Figure 7. Time vs. no. of packets drop 
 

 

Because the value (0.5) is in between 0 and 1 and the improvement in our proposed algorithm is 

because it prevents the route propagation time when the node won’t be available after route 

discovery. But this is the probabilistic approach and it might be possible that the node will be 

available for propagation which in turn wastes the time of route discovery again. The p.f when 

set to 0.5 keeps track of this and hence produces optimum result in general. Also, as the 

topology increases, the improvement is further observed. 
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6. CONCLUSION AND FUTURE WORK 

In this paper we described a novel approach of using a probabilistic function to evaluate the 

packet drop in ad-hoc network. Our simulation results indicate that the packet drop reduces by 

around 27% for 150 node network and throughput increases by 21% for 150 node network. 

Therefore, we safely assume the proposed algorithm is a better approach in MANETs for ad-

hoc on demand distance vector routing protocol(AODV) that are extensively used in the 

literature. It both optimizes the network performance and guarantees the communication 

quality. The proposed protocol provides a link failure fore-warning mechanism in the form of 

probability factor in order to better select an alternative route. 

 

With simulation run of our algorithm, further properties of Ad-hoc networks may be measured. 

These include the in-broadcast, out-broadcast and comparisons of different nodes in the 

network rather than choosing some target node. As a continuation of this research in the future, 

we plan firstly to combine our algorithm with different routing protocols to observe, if a 

combined performance improvement is feasible. Secondly, we plan to study security threats 

along with probabilistic route finding, for secure transfer of data in MANETs. We also plan to 

improve upon end to end delay in data transfer. 
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