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ABSTRACT

An integrated fiber-to-the-homes (FTTHS) and wireless sensor network (WSN) provides a cost-effective
solution to build up an immaculate ubiquitous-City (U-city). The key objectives of effective convergence
of FTTH and WSN are less computational complexity for data packet processing, low installation cost,
and good quality of services. In this paper, we introduce an integrated network structure of multi-optical
line terminal (multi-OLT) passive optical network (PON) which can accommodate multiple service
providersin a single PON. A modified version of interleaved polling algorithmis proposed for scheduling
of control messages from multiple OLTs in a single network. We also provide detailed numerical analysis
of cycle time variation, successive grant scheduling time, and average packet delay for both uniform and
non-uniform traffic loads generated by each ONU, using fixed service bandwidth allocation scheme and
limited service bandwidth allocation scheme. We also compare the throughput of the proposed scheme
with existing single-OLT PON for non-uniform traffic load using limited service bandwidth allocation
scheme. The simulation results show that the proposed multi-OLT PON system can supports existing
bandwidth allocation schemes with better performance than the single-OLT PON in terms of average
packet delay, bandwidth utilization, and throughput.
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1. INTRODUCTION

Currently, the network structure of a u-City isweomplicated due to convergence of several
new service providers. WSN is also one of the nropbrtant networks to build up a perfect u-

City. Day-by-day the diameter of WSN becomes vemge to provide the numerous new

facilities and supports. Due to the large diamatewell as large number of wireless hops from
the personal area network coordinator (PANC) toghdace nodes of a WSN, data packets
from the surface nodes suffer from excess timeyddla solve this problem, clustering of large

WSN is a good approach to reduce the individuaadt diameter as well as number of hops
while the whole network size is enlarged. In thesttred WSN, every cluster consists of a
cluster head (CH), and data from all nodes in ateluare transmitted to a CH over a short
distance with a small number of hops. So the datasmission delay in the clustered sensor
network will be much lower than the case when eagtie directly communicates with the

PANC through a large number of wireless hops. Bhengh, the main focuses of this paper is
only on latency issue and analysis of energy efficy is out of scope of this paper but the
energy efficiency is another significant factor &m efficient WSN. Because the capacity of
battery inside every sensor node and recurrenaicepient of them is unrealistic that is why
preservation of that energy is very important 8dme clustering algorithms of WSN have been
developed to provide the energy efficiency. In @), energy efficient homogeneous clustering
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algorithm is proposed to extend the lifetime ofssemodes and to maintain a balance energy
consumption of nodes of a sensor networks.

Since in a u-city all the information systems airtually linked together, it is very important to
make a linkup with optical network terminals and M&S In [3, 4], a cluster based WSN is
proposed where all sensor nodes of a cluster isestiad with a CH through a small number of
wireless hops and all the CHs are connected to [M(PAy Radio-over- Fiber (RoF) links.
Application of optical network in clustered WSNwusry useful in that the optical attenuation is
very small while wide bandwidth can be utilized.

PON is an optical network it does not contain actlements from source to destination which
effectively reduces the active power consumptiontied networks. PON provides several
advantages over other access technologies. Theadaamtages of PON are high data rate, easy
adaptability with new protocols and services, senpktwork structure, minimize the fiber
deployment, less maintenance, and allow for lorgjadice between the central office and
customer premises. PON also provides effectivetisolsl to satisfy the increasing capacity
demand in the access part of the communicationaaden[5], a clustered WSN is proposed
where all the CHs are connected with the PANC thlhom PON system. However,
convergence of data networks and sensor networks smgle-OLT PON will increase the
computational complexity for data packet processmghe OLT. To mitigate this problem
some polling algorithms have been proposed to alidditional time in OLT for computation
and management in addition with the guard time betwevery two successive ONUs [6]. Due
to these increased computational complexity andtiaddl computation time, some delay
sensitive traffic of WSN will suffer from unexpedtéelay. To solve this problem, a single PON
structure with multiple OLTs can be a good candidat

In this paper, we propose a converged network tstres@f multi-OLT PON for FTTH terminals
and clustered-based WSN. Here, we assume that attrectured PON consists of two OLTs in
the root side antl ONUs in the leave side sharing the same optitelr flinks. One OLT is
connected with all the FTTH terminals, and the pikeconnected with all the CHs of WSN.
Although this system requires one additional OltTisiinexpensive comparing with expenses
for deploying two separate networks of data and WM also propose a modified version of
the interleaved polling algorithm [6], and schedglialgorithm for control messages for the
multi-OLT PON system. The simulation results focsessive grant scheduling time, evolution
of cycle time, and average packet delay for botform and non-uniform traffic conditions are
investigated and compared with a single-OLT PONfifaed service (FS) bandwidth allocation
scheme and limited service (LS) bandwidth allocaBoheme. Throughput of multi-OLT PON
is also analysed and compared with the single-OlONPfor non-uniform traffic load
considering LS bandwidth allocation scheme. Sinmeegated packet sizes of FTTH terminals
and CHs of WSN are not same, a comparative analysshown by changing the ratio of
maximum bandwidth for FTTH and WSN because the mara cycle time T, IS constant
for PON system.

The rest of this paper is organised as followsti&e@ presents the related works. In section 3,
we presents the network architecture of the praposati-OLT PON. In section 4, we present

a modified version of the interleaved polling aigun, and a scheduling algorithm of a control

message for multi-OLT PON. Section 5 shows the kitian results. Finally, section 6 draws

conclusions.

2. RELATED WORKS

In this section, we describe some existing hybrtwork architecture of WSN and FTTH
terminals, interleaved polling algorithm, and baidttv allocation algorithms for single-OLT
PON system.
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In the clustered WSN, usually all CHs are respdesib transmit data packet to the PANC
through radio frequency (RF) transmission whichessffrom data collision and more active
energy consumption. However, conservation of eneirgyWSN is one of the prime
requirements. To achieve this, J. Tang et al [Bppsed hybrid RoF based WSN architecture to
combat the existing problems and to enhance the mxerage and quality of service (QoS)
for WSN. Here, whole sensor network is divided iséveral clusters and each cluster contains
a static CH. All static CHs of WSN are distributeghdomly in a wide area to collect the
environment data such as temperature, humiditylottegion of workers in the mine etc. Finally,
all of the CHs are connected with the remote argemits (RAUs) of RoF system to avoid data
collision and RF transmission from CHs to PANC.

In [5, 7] a PON based WSN is proposed where symdus latency secured (Sync-LS) medium
access control (MAC) protocol and cooperative €sy algorithm are used to reduce the
latency of a large sensor network. MAC protocolaypla vital role for efficient data
transmission and collision avoidance in wirelesmgmnication systems. Both of the papers
provide latency efficiency in the wireless part BON based WSN due to the cooperative
clustering algorithm and Sync-LS MAC protocol usiexjsting PON algorithms. But all these
proposed algorithms are designed for single-OLT P@#tem where additional computational
complexity of data packet processing in the OLT doghe convergence of data network
terminals and WSN are not considered.

Interleaved polling algorithm [6] is a widely usatgorithm in which OLT polls the ONUs
individually and issues Grants to them in a rouolokt fashion. In this algorithm OLT
maintains a polling table containing the numbebyies waiting in each ONU'’s buffer and the
round-trip-time (RTT) to each ONU. At the end dfansmission window, every ONU informs
its queue size to the OLT by Report message. ##eed polling algorithm has been developed
to implement a dynamic bandwidth allocation schémanprove the bandwidth utilization in
PON system. The main principle of this algorithnall®cation of bandwidth to ONUs to avoid
data collision and to fairly share the channel capaWhile this scheme is effective to avoid
data collision, but in the single-OLT PON, it musguires some guard time between every two
successive ONUSs to avoid data overlapping.

In PON systems, each ONU'’s upstream bandwidth ¢&ddd by allocated time slots specified
by the OLT in unit time [8]. Bandwidth allocatiotgarithm has a major impact on minimizing
latency, improving fairness, meeting quality ofvéegs guaranties, and requirement of buffer
size in upstream direction. In general sense, batdvallocation algorithms can be classified
into two major groups; fixed bandwidth allocationdadynamic bandwidth allocation (DBA)
algorithms.
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Figure 1. Fixed bandwidth allocation scheme

In [9], the performance of EPON using a fixed baiutflvallocation algorithm is studied where
all traffics are considered to a single class. Téstheme is simple and always grants the
maximum window to all ONUs, as a result the cyoteetTqe is constant for all traffic loads as
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shown in Figure 1. The main drawback of this aloni is light-loaded ONUs will under-utilize
their allocated bandwidth leading to increasedyd&baother ONUs and eventually deteriorate
the throughput and bandwidth utilization of theteys

DBA schemes provide flexible bandwidth sharing bdaation among users. DBA is suitable
for burst traffic such as FTTHs and VolP. DifferddBA algorithms have been developed to
improve the bandwidth utilization and to adopt witle current demand of huge traffic. In the
LS scheme [6, 10], the time-slot length of each ONWpper bounded by the maximum
bandwidth, W™, When the requested bandwidth by the ONU is less W&, the OLT
grants the requested bandwidth; otherwis®®! is granted. Figure 2 shows the LS bandwidth
allocation scheme. Since the granted window isdasethe requested window, the cycle time
Teee is variable. As shown in the figure, cycle time fiost cycle isTqqe1= Tmax because every
ONU requests for maximum bandwidti™. On the other hand, cycle time in thH& &ycle is
Tyde 2= T Ts, here,Ts is the cycle time saving due to light-loaded ONWhis scheme
reduces the bandwidth wastage by granting smakedwidth to the light-loaded ONUSs.
However, one limitation of this algorithm is thataking Tee too small will result lower
bandwidth utilization because of constant guaretior every two successive ONUS.

In [11], a new DBA is proposed where ONUs in théwwek are divided into two sets, one set
contains the ONUs with bandwidth guaranteed sesvidale the second set contains the ONUs
with best effort services. This scheme is able rovigde guaranteed bandwidth for premier
subscribers while best effort services are provittedther subscribers. However, all of these
DBA algorithms are proposed only for the single-OPDN and must require guard time

between every two successive ONUs to avoid datdapging. Due to this guard time, some

bandwidth wastage problem is observed.
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Figure 2. Dynamic bandwidth allocation scheme

3. NETWORK ARCHITECTUREOF MULTI-OLT PON

In this paper, we consider an access optical né&taahitecture consisting of two OLTs aNd
ONUs connected using a single PON structure as ishiovrigure 3. For simplicity, only two
OLTs, OLT1 and OLT2/PANC, and four ONUs with treesbd network topology are shown in
the figure to explain the network structure andadaansmission sequences for both upstream
and downstream.

All transmissions in the proposed multi-OLT PON pegformed between two OLTs in the root
side and four ONUs in the leaf side of the treeotogy. Here, OLT1 is connected with FTTH

data terminals, ONU1 and ONU3. On the other hand;ZIPANC is connected with the static

CHs of WSN, ONU2 and ONU4. All the connections betw OLTs and ONUs are established
through optical fibers and a passive splitter/camahi
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In downstream transmission, both OLTSs follow thmegpolling table to initiate a transmission
of a Grant message to the ONUs. Depending on tHe d€lay between OLTs and ONUSs, the
1* Grant message can be scheduled by any of both @eEause RTT depends on the physical
distances between OLTs and ONUs and these distaneasot fixed for all ONUs. Since, all
downstream transmissions are broadcasted (poimbuiti-point transmission) from OLT to
ONUs, both OLTs broadcast their Grant messagesighr@n optical splitter and each ONU
filters the received packets according to its desion address.

In upstream transmission, all ONUs share a comnimanmel| capacity and resources, and
various multiple access schemes are exist to shamnmon channel in a PON-based access
network. In our model, we consider time-divisionltimle access (TDMA) scheme to ensure
the use of a single upstream wavelength for alfsuaed a single receiver in the head end to
reduce the system cost. According to the princigfléhe proposed multi-OLT PON system,
OLT1 accepts data only from the ONUs of FTTH teratsn(ONU1, ONU3) and OLT2 accepts
data only from the ONUs of WSN (ONU2, ONU4).
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Figure 3. Network architecture and data transmmssigoroposed multi-OLT PON

4. MODIFIED ALGORITHMSFOR MULTI-OLT PON

In this section, the modified version of interledvmlling algorithm and scheduling algorithm
of a control message suitable for the multi-OLT PSNtem are described.

4.1. Interleaved polling algorithm

The main aspect of polling algorithm is the schiedpbf data transmission of ONUs. Usually, a
polling protocol is cycle based, which used to dvigh traffic load as well as data collision,
and it limits the maximum transmission window fack ONU. A commonly used polling
algorithm is round-robin, which orders the transius of every ONU periodically. To improve
the network performance, interleaved polling wittaptive cycle time (IPACT) [6] is used.
Interleaved polling algorithm can also have différgolicies, such as interleaved polling
algorithm with and without stop polling. In all erteaved polling algorithms, an OLT contains
a polling table which provides information aboue tRTT to every ONU and their granted
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window size. The knowledge of RTT and granted wimdize from the polling table are used
to avoid data collision and overlapping of pacKetsn different ONUs. Additionally, a guard
time is used between every two successive ONUsdiol @verlapping of transmission windows
by fluctuations in RTT of different ONUs [12] ana/off timing of laser of OLT and ONUSs.
Without using this guard time a single-OLT PON aatnensure the overlap free transmission
between two successive ONUSs.

The data transmission from multiple OLTs and ONU$® anust be well scheduled to improve
network performance and to avoid data collisiormédified version of the interleaved polling
algorithm [6] is used for the proposed multi-OLT IR®ystem, where a common polling table is
considered for both of the OLTs. Figure 4 showsmioelified interleaved polling algorithm and
RTT calculation procedure for the proposed multdCRON system. For simplicity, ONU 1, 3,
5 ... (4-1) (i is integer) are for the FTTH terminals and thage@nnected with OLT1. On the
other hand, ONU 2, 4, 6 ..i are for the CHs of WSN and those are connectdu @4ifT 2.

In the multi-OLT PON, no guard time is requiredcéese data of every two successive ONUs
will be received by two different OLTs. So therenis possibility of data overlapping due to
fluctuations of laser on/off timing and RTT. Afteeceiving of data from a particular ONU,
every OLT gets enough time before receiving daienfthe next ONU. This way, packet delay
of the network and computational complexity of OL@a@n be decreased while bandwidth
utilization will be increased.
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Figure 4. RTT and data transmission time in multif@?ON

Equations (1) and (2) represent the principle oT R@lculation for OLT1 and OLT2, equations
(3) and (4) represent data transmission delay forlOand OLT2, respectively.

RTT, 5 :Tld +T(gi—1) (1)
RTT, ) :Tzd '*'TzLiJ (2

TDD iy = To + T, + Ty + T 5, +Th (3)
TDD ,, = Ts +TS+T )+ T, +T, (4)

where, Tg and T are the transmission times of Grant and Reportsam,Td is the
downstream propagation delal/’* is the upstream transmission time of data, &hds the
upstream propagation delay.

Transmission time and propagation delay of data@udeémwn the data transmission speed of the
PON and physical distance between OLTs and ONUsallys physical distance between an
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OLT and ONUs are not equal [13] but the data trassion speed is a constant for TDMA PON.
In TDMA PON, downstream traffic is broadcastingriature which is handled by OLTs and
upstream traffic from ONUSs is allowed at a part&cuiransmission time [14]. In our analysis,
random distances between OLTs and ONUSs but coristargmission speed are considered.

4.2. Scheduling algorithm of a control message

During upstream transmission in a single-OLT POINC&NUs share a single uplink optical
fiber trunk connected with an OLT. To prevent daddision due to multiple ONUs transmitting
at the same time, a multi-point control protocolR®P) is being developed [13]. Usually, the
MPCP operation in PON requires two control messa@eant and Report. A Report message
contains current queue length of each ONU to infther OLT. On the other hand, the OLT
assigns a timeslot to an ONU by a Grant messadedsting of Grant messages from OLT
depends on RTT and granted transmission window afiZéNUs [6]. This is because of the
variation of RTT and granted window size for diéfiat ONUs.

Figure 5 shows a scheduling diagram of control engss for the proposed multi-OLT PON
system. As the scheduling of the Grant messagesndepn the RTT and granted window size
of different ONUSs, the starting Grant message @sdnt by any of the both OLTSs.
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Figure 5. Scheduling diagram of control messagestiti-OLT PON

The scheduling of Grant messages as shown in digpue can be expressed as the following
equations:

[2i-1]
ngjl] - G]FjZl—l] + R[2|—1] _ R[2|] + i (5)

D

. . . . W 21
G2 = G + R - R 4+ T (6)

D

where, G} and G are the time epochs for OLT2 and OLT1 whérGrant to ONlY and

ONU,., are transmitted respectivel@!; ™ is the time epoch for OLT1 wheiff Grant to

ONU, ; is transmittedR? Y and " are the RTT from OLT1 to ON4J; and OLT2 to ONY
respectivelyR”*" is the RTT from OLT1 to ONkk; , W andW!?? are thg™window size

for ONU,_; and ONUY; respectivelyandR; is the transmission speed.
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5. PERFORMANCE EVALUATIONS

In this section, the system performances of thepgsed multi-OLT PON with the FS

bandwidth allocation scheme and the LS bandwidtbcafion scheme are analysed and
compared with the existing single-OLT PON in terofssuccessive Grant scheduling time,
cycle time evolution, and average packet delayuimiform and non-uniform traffic loads.

Finally, we have investigated the throughput of thelti-OLT PON and compared with the

single-OLT PON for non-uniform traffic load and Us&ndwidth allocation scheme. For the
variation of traffic model (considering maximum gat size) between FTTH terminals and
CHs of WSN, performances of the multi-OLT PON systare also analysed using different
packet sizes for FTTH terminals and WSN by congidedifferent maximum granted window

sizes W™

The random packet-based simulation model was ueadidering tree topology based PON
architecture with two OLTs and 16 ONUSs, where ei@htUs (ONU1, ONU3 ... ONU15) were
considered for OLT1 and other eight ONUs (ONU2, GNU ONU16) were for OLT2. The
distances from OLTs to ONUs were assumed as raridaange from 10 to 20 km [15]. The
downstream transmission and upstream transmispieds of both were 1 Gb/s. Highly bursty
random traffic patterns were generated for noneuniftraffic condition. For uniform traffic
condition every ONU was considered to generatefiameal load while for non-uniform traffic
condition every ONU was considered to generate\ahye from O to the offered load. Our
simulations took into account queuing delay, trassion delay, propagation delay, and
processing delay. The simulation scenario is surizecin Table 1.

Table 1. Simulation scenario.

Symbol Explanation Value

Nonu Total Number of ONUs 16

Nery Number of ONUSs for FTTH terminals 8

Nwsn Number of ONUs for WSN 8

NoLt Number of OLTs 2

D Distance between OLTs and ONUs (random)  10-20 km

Tirex Maximum cycle time 2ms

Ty Guard time for single OLT PON 5us

Ro Transmission speed 1Gb/s

Toroc Processing time 10ps

B Packet size 1500 byte (FTTH)
1024 byte (WSN)

Beh Ethernet overhead 304 bits

Brep Report message size 576 bits

Prrax Maximum transmission window 20 packets

wime Maximum granted window (Betnt B)* Py

Firstly, the impact of modified version of intenesl polling algorithm on the proposed multi-
OLT PON is investigated. In the simulation, randpatket sizes but not larger thai™! are

8



International Journal of Wireless & Mobile Networt3WMN) Vol. 3, No. 6, December 2011

generated to every ONU for the LS scheme, howeéwis fixed to W™ for every ONU with
the FS scheme even if the network load is low. dhmiplicity, we assume that the starting time
of the £ Grant message by OLT1 to ONUL1 is at 0.0 us. Figushows the comparison of
successive Grant scheduling time between the sl PON and the multi-OLT PON for
both of the FS and the LS bandwidth allocation @lgms. From these results, it is clear that
successive Grant scheduling time of the multi-OLONPwith interleaved polling algorithm
provides about 80us less time delay at th& @8IU for both of the LS scheme and the FS
scheme, because the proposed multi-OLT PON doesequire any guard time between every
two successive ONUSs.
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Figure 6. Comparison of successive Grant schedtilimg between the single OLT PON and the multi-
OLT PON systems

Cycle time is an important parameter to calculatekpt delay in PON system. Usually, data
packets of all ONUs of present cycle are sent &0QhT in the next cycle, because all ONUs
still have to inform the OLT for their queue statliging the present cycle. Depending on the
traffic generation time in an ONU, transmissiorrtitg delay will be on average half of a cycle
time, Teyge.

For the FS bandwidth allocation scheme, cycle fifgg. will be constant for all traffic loads
[16]. In this case, data will suffer from the sad&day in every cycle and it does not depend on
the present network traffic. From the Table 1sitlear that the cycle time for the FS scheme is
always 2.0 ms. If the traffic load is very low thbandwidth utilization problem [17] will be
severe for the FS scheme due to the bandwidth g&sEthernet overhead, and guard time in
the single-OLT PON. However, the proposed multi-ORDN can provide better bandwidth
utilization under the same traffic condition duethie avoidance of guard time. The following
formula represents the cycle time for the multi-ORON with the FS scheme.

T o= N.Brep+N.(B+ B.i)-Poax
cle ™
” R

where, B, B, and By, denote the Report message size, packet size, dwednEt overhead
respectively,N represents the number of ONUR,,, indicates the maximum transmission
window, andRp is the transmission speed.

(7)
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In the LS bandwidth allocation scheme, cycle tisyedriable under low and non-uniform traffic
condition, since the granted window size is basedhe requested window size. Bandwidth
utilization in the LS scheme will be improved thidnie FS scheme for both of the single-OLT
and multi-OLT PONs due to avoidance of bandwidtistage. Equation (8) represents the cycle
time for the multi-OLT PON with the LS scheme.

N
N'Brep +Z(B+ Beth)'R
i=1
Ro

where,P; is the granted transmission window for ONIddP,; < Py

T, le = (8)

cycl

To calculate the average packet delay in the L&meh consideration of the bursty nature of
cycle time is important, because it is clear tha tmaximum queuing time of aggregated
packets in an ONU depends on the cycle time ofptieious cycle. Figure 7 gives an idea
about the bursty nature of the cycle time for tisedcheme under non-uniform traffic condition
for both of the single-OLT and the multi-OLT PONowever, the cycle time for FS bandwidth
allocation scheme is constant. The figure alsoriglesows the existence of longer and shorter
cycle times. Since the cycle times of previous eychfluence the data packet delay of present
cycle, consideration of this cycle time variatiofiience the end-to-end packet delay and data
queuing time in ONUSs.
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Figure 7. Evolution of cycle times for the LS scleem

Figure 8 compares the average end-to-end packey @s! offered load among the single-OLT
PON and the proposed multi-OLT PON under uniforaffic conditions. In this simulation,
same packet length is considered for both of FTékhinals and CHs of WSN. The results
show that delay characteristics are similar ambegsingle-OLT PON and the multi-OLT PON
for both of the FS scheme and the LS scheme. Smnadlunts of delay improvement about
<0.1ms at low traffic condition arnd0.2ms at high traffic condition are observed fa thulti-
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OLT PON due to the avoidance of guard time. Theesfthe multi-OLT PON can support the
existing FS scheme and LS scheme with better adfapjency than the single-OLT PON.
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Figure 8. Comparison of average packet delay fdorm traffic load

Figure 9 compares the average end-to-end packet del offered load between the single-OLT
PON and the multi-OLT PON for the LS scheme under-uniform traffic conditions. For the
single-OLT PON, the average packet delay increabasply when the offered load changes
from 0.5 to 0.55, whereas for the multi-OLT PONgcls@a sharp increase of the average packet
delay is observed at the offered load from 0.6.850The reason is similar with the case of
uniform traffic load in Figure 8, and the proposedlti-OLT PON provides better delay

efficiency than the single-OLT PON even under naifarm traffic conditions.
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Figure 9. Comparison of average packet delay foruntiform traffic load with the LS scheme

From the analysis of end-to-end packet delays fuh lof uniform and no-uniform traffic
conditions it is clear that for higher traffic laathe average packet delay increases very sharply
for both of the single-OLT and multi-OLT PONSs. Basa the aggregated traffic load becomes
the determining factor and end-to-end packet dielereases quickly due to congestion. Due to
the congestion, if a packet cannot be sent inrdgs fequested transmission window, it will have

an influence over two or multiple cycle times.
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By now, considering same packet length for FTThhteals and CHs of WSN, the multi-OLT
PON presented here achieves better delay efficidrany the single-OLT PON. The maximum
packet length for FTTH terminals and WSN are 15Qf@e® [16] and 1024 bytes [18]
respectively. When same bandwidth (50% bandwidib)rés allocated for both networks, then
the networks will suffer from different average keicdelays at the offered loa@.55 t0<0.75
(difference of offered load is 0.2) as shown inufgg10. Here, Figure 10 shows the average
end-to-end packet delay vs. offered load charatiesi under uniform traffic conditions using
different bandwidth allocation ratios among FTTk@als and CHs of WSN. To reduce this
difference, we should choice the proper bandwiditication ratio among FTTH terminals and
CHs of WSN. Similarly, if 70% and 30% bandwidth aiged for FTTH terminals and CHs of
WSN respectively then the difference of offereddideecomes 0.3>0.45 t0<0.75). On the
other hand, if 60% and 40% bandwidth ratio is ubeth the difference of offered load reduced
to 0.05 £0.6 t0<0.65). Considering these cases, 60% and 40% batidwidFTTH terminals
and CHs of WSN respectively provide optimized agerpacket delay for both networks. This
bandwidth ratio reflects the ratio of packet lengthFTTH terminals and WSN if the packet
length is changed then the bandwidth ratio wilbdle changed.
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Figure 10. Average packet delay for uniform traffiad with the LS scheme
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Figure 11. Average packet delay for non-unifornfficdoad with the LS scheme
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Figure 11 shows the average end-to-end packet gslayffered load characteristics under non-
uniform traffic conditions using different bandwhdallocation ratios. From the results, it is
clear that the optimized average packet delay ¢m-umiform traffic is also achieved at 60%
and 40% bandwidth for FTTH terminals and CHs of W8bpectively.
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Figure 12. Analysis of error bars for non-unifomaftic load with the LS scheme

We provide the error bars analysis using standavéhtion for non-uniform traffic condition for
optimized (60% bandwidth for FTTH terminals and 408ndwidth for CHs of WSN)
bandwidth allocation ratio among FTTH terminals &tds of WSN of the multi-OLT PON.
Figure 12 shows the average packet delay vs. dffim@d characteristic with error bars using
standard deviation for non-uniform traffic conditiavith the LS bandwidth allocation scheme.
From the analysis of error bars it can be mentiotied with the increase of offered load
standard deviation is also increased. Howeverptieimum deviation is not more than 20% at
maximum offered load of 1.0.
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Figure 13. Comparison of throughput

Finally, we provide the comparison of throughpubagnthe single-OLT polling algorithms and
the multi-OLT interleaved polling algorithm. Figui® shows the throughput of the single-OLT
poll and stop polling algorithm, the single-OLT @rleaved polling algorithm, and the multi-
OLT interleaved polling algorithm. As shown in thigure, the single-OLT poll and stop polling
algorithm has the lowest throughput (less than 50%e) to the wastage of bandwidth as idle
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time, whereas the single-OLT and the multi-OLT ilgaved polling algorithms overcome this
bandwidth wastage problem to improve the channiization. Moreover, the multi-OLT
interleaved polling algorithm achieves a throughpti95% (compared with the single-OLT
interleaved polling algorithm having 90%), whichdsge to the bandwidth savings by avoiding
guard time between every two successive ONUSs.

6. CONCLUSIONS

In this paper, we proposed a multi-OLT PON struetior both FTTH terminals and WSN. A
modified interleaved polling algorithm and schedglalgorithm of a control message were also
proposed. From the computer simulation results|uetiag average packet delay, it is found
that the proposed structure can reduces the eadddatency about 0.1ms up to the offered
load of 0.6 while 0.2ms at offered load of 1.0 lbmth uniform and non-uniform traffic loads.
Moreover, the multi-OLT PON can accommodate 5% ntoaéfic load than the single-OLT
PON without suffering from congestion. Thereforiecan be mentioned that the multi-OLT
PON can effectively connects CHs of large WSN tdena converged network with FTTH
terminals of a u-City with latency efficiency. Tlamalysis performed in this study using the
existing FS and LS bandwidth allocation schemesbfath uniform and non-uniform traffic
conditions proves the validity of the proposed iWOLT PON structure. Moreover, the
proposed multi-OLT PON structure with modified éaved polling algorithm also
outperforms other existing single-OLT polling algloms in term of throughput for non-
uniform traffic load with LS scheme. Furthermorejsi found that the convergence of FTTH
and WSN in a multi-OLT PON is an efficient approaghhat it provides cost effective solution
than using two separate PONSs, less packet delagroirad bandwidth utilization, and
throughput under both uniform and non-uniform fcaffonditions.
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