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ABSTRACT

Security components such as firewalls, IDS and IPS are the most widely adopted security devices for
network protection. These components are often implemented with several errors (or anomalies) that are
sometimes critical. To ensure the security of their networks, administrators should detect these anomalies
and correct them. Before correcting the detected anomalies, the administrator should evaluate and classify
these latter to determine the best strategy to correct them. In this work, we propose a framework to assess
and classify the detected anomalies using a three evaluation criteria: a quantitative evaluation, a semantic
evaluation and multi-anomalies evaluation. The proposed process, convenient in an audit process, will be
detailed by a case study to demonstrate its useful ness.
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1. INTRODUCTION

Rules in a security component can be misconfigured, which implies many conflicts. A
misconfiguration or a conflict between rules means that the security component, may either:

- accept somemalicious packets, which consequently create security holes.
-discard some legitimate packets, which consequently disrupt normal traffic.

Both cases could cause irreparable consequences. Unfortunately, it has been observed that
most security components are implemented with anomalies. Depending on the nature of the
anomaly, it can be critical, less critical or benign. Considering the impact of these anomalies on
the network security, such errors cannot be tolerated [2].

There are severa researches that have proposed for anomalies detection and correction but rare
those who are interested in the anomalies severity and their impact on network security. The
evaluation and classification of anomalies severity provide the administrator with:

-many correction scenarios

-aclassification of rulesto be corrected according to their criticality
-an overview of the security component vulnerabilities
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In this paper, we propose firstly an evaluation metrics of the anomalies severity based on the
following criteria:

-aquantitative criterion: to get an idea of the number of rulesinvolved in the anomaly.

-a semantic criterion: to assess the impact of the misconfiguration on the services provided
(HTTP,FTP,.)

-amulti-anomalies criterion: to study the impact of the composition of many anomalies together.

By combining the three metrics together, we can measure the impact of each anomaly on the
security component rule base. For this, we will classify these anomalies severity importance
according to their nature, namely; shadowing anomaly, generalization anomaly, redundancy
anomaly and correlation anomaly. This classification will determine rules that cause the security
component vulnerability.

The remaining parts of the paper are organized as follows. section 1 introduces related works in
security component anomalies detection and correction. Section 2 schematizes the proposed
approach model. Sections 3 to 5 detail the proposed process steps and section 6 concludes the

paper.

2. RELATED WORKS

As presented in the introduction, a lot of research has been proposed for the security components
analysis, misconfigurations’ detection and correction. Most research focuses on the firewalls
network policy; in [10], [7] and [6] the authors propose a model for firewalls properties analysis
and anomalies detection. Also, the authors of [5] and [4] suggest another model to detect firewalls
misconfigurationsin central and distributed architectures. In [1], the authors analyze firewall rules
using an expert system whereas the authors of [8] analyze firewalls with relationa agebra. In[3],
the authors put forward a model for IPsec and VPN verification. However, these security
components (homogenous or heterogeneous) may conflict when they are installed together on a
network. In this context, [2] propose a solution for firewalls and IDS misconfigurations detection.

In reviewing these few references, we note that there is no works that assessed the severity of
anomalies before correcting them. The study of the severity can give the administrator more
information about the vulnerability of the component. In addition, the classification step exploits
this information by illustrating the impact of these errors on the network security by a set of
diagrams. In this work, we will develop these two concepts; we begin by detailing our proposed
approach in the following section, we will

3. THE PROPOSED APPROACH

In order to evaluate and classify the security component anomalies severity, we propose an
approach composed of several steps schematized in figure 1. In the case study, we will apply our
approach to firewalls. However, the approach should apply for al security components based on
filtering attributes. Below, we will briefly present these steps:

-Step A: Security component anomalies detection
Usually, most security components’ base rule contains some misconfigurations. This step consists
in checking the security component’ base rule to detect anomalies. For the firewall, we enumerate
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four kinds of anomalies, namely; shadowing anomaly, generalization anomaly, redundancy
anomaly and correlation anomaly. We will not detail this section because it is not the purpose of
the paper. For more details, refer to [9]. In the next step, we will evaluate the severity of the
detected anomalies (See step A infigure 1).

- Step B: The security component anomalies severity importance evaluation
The detected anomaliesin step A will be classified into several sub-sets:

- Shadowing anomalies sub-set: contains rules that are shadowed by other rulesin the base rule.
-Generalization anomalies sub-set: contains rules that are generalized by other rules in the base
rule.

-Redundancy anomalies sub-set: contains rules that are redundant to other rulesin the baserule.
-Correlation anomalies sub-set: contains rules that are correlated to other rulesin the baserule.

These sub-sets will allow us to evaluate each anomaly severity importance using a three metrics,
a quantitative metric, a semantic metric and multi-anomalies metric (See step B in figure 1).

- Step C: Anomalies severity importance classification

The defined metrics in step B, will be exploited together in order to classify the anomalies
severity. We will classify the severity importance according to the shadowing level degree, the
generalization level degree, the redundancy level degree and the correlation level degree. (See
step Cinfigure1).

-Step D: Security component anomalies correction

This step consists in correcting the detected anomalies in step B. The correction strategy depends
on the classification results returned in step C. We will not detail this section because it is not the
purpose of the paper (see step D in figure 1).

In the process presented in figure 1, the gray colored part (steps A and D) is the part already made

in severa research works. The blue-colored part (steps B and C) is the part that we propose and
detail in the following sections.
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Figure 1. The proposed approach

4. FORMAL SECURITY COMPONENT’SBASE RULE VERIFICATION (STEPA)

Generally, security components are specified by a set of formal rules which can be filtering or
alerting ones. A rule defines a decision (such as "deny”, "aert", "accept”, or "pass') that applies
over aset of condition attributes (such as, "source address’, "destination address’, "source port",
"destination port", "protocol”, "attack class’, etc. ). Let's take a security component composed of
asetQof trules(r e Qwith1l < i <t). Aruler;intheset Q isrepresented formaly asfollows:

ri: ri{Ad ri[A2].... ri[A,] where

-A1, As... A1 aretheruler; attributes’. For example, in table 1, the attribute A,=Protocol.
-r[An] isthe attribute A, value with (1 <m<n). For example, in table 1, r3[A;]=TCP.

- Ay is the atribute “Decision”. For example, in table 1, A; is the decison attribute and
ra[A7]=deny.

For more details about rules formalization, refer to [4].
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An anomaly in a security component base rule can be the result of the following cases [5]:

-The existence of two or more rules that may match the same packet.
-The existence of arule that can never be activated. We note that aruler; is activated if thereisan
| P packet that was accepted or rejected by applying theruler;.

There are four different anomalies that may exist among rules in a security component base rule,
namely:

-Shadowing anomaly: aruler; is shadowed by a previous rule r; when r; matches all the packets
that match r; and the two rules have different decisions, such that the shadowed rule r; will never
be activated (see examplein section 4.1).

-The generalization anomaly: The generalization anomaly is the reverse of the shadowing
anomaly i.e. in abase rule Q, aruler; is a generalization of a preceding rule r; if, on the one
hand, the rule r; can match al the packets that match the ruler; and, on the other hand,
thetwo rules have different decisions (see examplein section 4.1).

-Theredundancy anomaly: In abaserule Q, a ruler; isredundant to aruler; if r; performs the
same decision on the same packets as r; . In the way, if the redundant rule r; is removed, the safety
of the security component will not be affected (see examplein section 4.1).

- The correlation anomaly: In a base rule Q, the rule r; is correlated to r; if, on the one hand,
thefirst rule r; matches some packets that match the second rule r;j, and the second rule r; matches
some packets that match the first rule r; and, on the other hand, the two rules have different
decisions (see example in section 4.1).

For more details about the security component anomalies, refer to [5].

4.1 Case study

Let’s take a security component Fw, composed of a base rule Q. Each rule r; belonging to Q has
the following attributes: “Packet length”, “Protocol”, “Source address”, “Destination address”,
“Source port”, “Destination port” and “Decision”.

Rulez Paclet Protocol Source address Sre. Destination address Dest. | Decizsion

lensth (Az) {As) Port {A:) Port (As)
(A (AL L)

T All TCE 40 T8 10 I-T40. 152 10.1 Anv L. I00T T Any

T All TCE [T40.152 Anv 20,707 ]

T All TCE [T45.152 Anv 1. I00] | Anw

T TCP [T40.152 Anv .104] 50

T TCP [T40.1592 Anv 20.70] L]

T TCE [T40.1T52 Any 20.7T0] 1)

T Al TCP [T40.151 23 20.70] B0

T g TCE [T40.15% Anv 20,707 23

T Al TCE [T40.152 Anvy 20,707 23

[ Al TCE [T40.1T9L Anv 20.7T0] ) |

Table 1. The security component Fw base rule

By analyzing the security component Fw, we note that there some anomalies detailed as follows:
-For the shadowing anomaly, we note that r, is shadowed by r;. More precisely:
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(r[A]=n[A ) O6[A,] =5 [A) O, [A,] Ok [A) O [A,] =0 [A ) O
(n[A] On[A) O [As] On [A) O [A, ] 20 [A,])

Also, in the same table, we note that (r, and re are shadowed by ry), ( rs and r; are shadowed by
rp), (reisshadowed by r3) , (rs and r; are shadowed by r,) and (re is shadowed by rs).

-For the generalization anomaly, we note that r, is generalized by r;. More precisely:
©[A]=6[A) O [A,] =6 [A ) O 6 [A] On[A ) D6 [A,] =5 [A) O
(r,[As] On[A ] O6[A] On [A) DR [A,] 25,[A])

-For the redundancy anomaly, we note that r3 is redundant to r;. More precisely:

(rs[Al] :rl[Al]) [I(r3[A2] =r [AZ]) O (r3[A3] 0 rl[As]) O (r, [AA] =r [A4]) O

L[A]=n[A] O [A] =n[A]) O [A,] =5 [A))

Also, in the same table, we note that (rs and r; are redundant to r,), (rs and r; are redundant to rs),
(re isredundant to r,) and (re is redundant to ry).

-For the correlation anomaly, we note that r,is correlated to rz. More precisaly:
n[A]On[A]DOG[A]=r[A) O 6[A] On[A ) O 6[A]=r[A]) O

r,[As] On [A) O [A] On [A)) Ow[A, ] 20 [A))

Also, in the same table, we note that (r;is correlated to rg) and (r7is correlated to ry).

In the next section, we will first evauate the severity importance of these anomalies in order to
classify them.

5. THE SECURITY COMPONENT ANOMALIES SEVERITY IMPORTANCE
EVALUATION (STEP B)
After detecting the security component anomalies (see section 4), we will gather them in four sub-

sats that we will define in the next sub-section. Then, we will evaluate their criticality degree by a
set of metrics.

5.1 Anomalies sub-sets definition

For each one of the anomalies' categories namdly, "Shadowing", "Generaization”, "Redundancy"
and "Correlation”, we associate respectively sub-sets S, G, R and C which contain rules
belonging to that category. Let's take a security component composed of aset Q of t rules(r; € Q
with1 <i <t). We define these sub-sets as follows:

* The set of shadowing rules:
s={rDa|m0aQD1sm<(n-1), 1A, OrlA,] Or[A]#6[A Jwith 1<i<j<t} (1)

We note that |S] isthe sub-set Scardindity i.e. the number of shadowed rules.
* The set of generalizing rules:

6={r0q|0qD1sm<(n-1), r[A,] Or[A 10r[A]£r[A Jwith 1<i<j<t} (2)
We note that |G| isthe sub-set G cardinality i.e. the number of generalized rules.
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* The set of redundant rules:
R ={ri DQ|DJ, DQ|D1S m<(n-1),r[A. 1 UrlA ] Dri[An] =rj[An]With 1<i<j< t} (3)
We notethat |R| isthe sub-set R cardinality i.e. the number of redundant rules.

* The set of correlated rules:
QDQ\D DaQ0ism<(n-1),frlA,] OrflA,D) O (A, OrlA,1)O([A,] =r[A, ]gmg
CglA ]z ]with 1<i< <t g

We note that |C| isthe sub-set C cardinality i.e. the number of correlated rules.
Now, we will define new sub-sets allowing us to evaluate the anomalies’ impact of each rule
belonging to the defined sub-sets (S, G, R and C) on the other rules, asfollows:

* For each element r; belonging to S, we define the set of shadowed rules:
S(r)={r0q| D1sms<(n-1), [A,] Or[A,] Or[A]#r[A, Jwith 1<i<j<t} (5)
* For each dlement r; belonging to G, we define the set of generalized rules:
G(ri):{erQ| 1<m<(n-1), r[A,] Drj[Am]Drj[An]iri[An]With 1Si<j£t} (6)
» For each element r; belonging to R, we define the set of redundant rules:
R(r)={r0q| D1sms<(n-1)r[A,] Or[A 10[A ]=r[A, ]with 1<i<j<t} (7)
* For each element r; belonging to C, we define the set of correlated rules:
QDQ| O1<sm<(n-1),HiA,] OrlA D) O (r[A,] Or[A 1) OFA,] =r[A, ])QDE

C(r)=0 (8)

[A];tr[A]W/th1</<j<t E

5.1.1 Case study

Applying the four sub-sets (1),(2),(3) and (4) defined above, on the examplein Table 1, we obtain
the following results:

o S={ry,Iy, I3, I4, 1s}. We can verify that rulesin the sub-set S are rules that are shadowing other
rulesinthe set Q.

» G={r3}. We can verify that rulesin the sub-set G are rules that are generalizing other rulesin
the set Q.

o R={ry, 513,14 }. Wecan verify that rulesin the sub-set R are rules that are redundant to other
rulesinthe set Q.

o C={rs 14,15 }. We can verify that rulesin the sub-set C are rules that are correlating other rules
inthe set Q.

Taking into account the defined sub-sets S, G, R and C, we will apply (5),(6),(7) and (8) on the
examplein Table 1.We obtain the following results:

- Rules subjected to the shadowing anomaly (see Table 1) as are classified follows:
S(r,) ={r,.r,,r,} We can verify that rules in the sub-set S(r,) are rules that are shadowed by ry in
the set Q.
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S(r,) ={r,.r,} We can verify that rulesin the sub-set S(r,) arerulesthat are shadowed by r; in the
st Q.
S(r,) ={r.} We can verify that rules in the sub-set S(r;) are rules that are shadowed by rs in the
=t Q.
S(r,) ={r.r,} We can verify that rulesin the sub-set S(r,) arerulesthat are shadowed by r4 in the
=t Q.
S(r,) ={r,} We can verify that rules in the sub-set S(rs) are rules that are shadowed by r5 in the
st Q.

-Rules subjected to the generalization anomaly (see Table 1) are classified as follows:
G(r,) ={r,} We can verify that rules in the sub-set G(rs) are rules that are generalized by rs in
the set Q.

-Rules subjected to the redundant anomaly (see Table 1) are classified asfollows:

R(r,) ={r,.5,,r,} We can verify that rulesin the sub-set R(ry) arerulesthat are redundant tor, in
the set Q.

R (r,) ={r,,r,} We can verify that rules in the sub-set R(rs) are rules that are redundant to rs in
the set Q.

R (r,) ={r,} We can verify that rules in the sub-set R(r) arerulesthat are redundant to r, in the
R (r,) ={r,} We can verify that rulesin the sub-set R(r;) are rules that are redundant to r, in the
=t Q.

-Rules subjected to the correlation anomaly (see Table 1) are classified as follows:

C(r,) ={r,} We can verify that rulesin the sub-set C(r) arerulesthat are correlated to r5 in the
st Q.

C (re) :{r7} We can verify that rules in the sub-set C(rs) are rules that are correlated to rg in the
st Q.

C(r,) ={r,} We can verify that rules in the sub-set C(rs) arerulesthat are correlated to r, in the
st Q.

5.2 Anomalies severity importance evaluation

In this section, we will evaluate the anomalies severity regarding three criteria; namely
guantitative, semantic and multi-anomalies.

5.2.1 Quantitative importance evaluation
The quantitative evaluation is a metric based on the number of rules involved in the anomaly. The

cardinality of the four sub-sets (S, G,R and C) can give us some indications of these
anomalies importance.
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For that, we associate a quantitative coefficients Ms, Mg, Mg and Mc to each element r; belonging
respectively to the sub-set S, G, R and C. These coefficients express the quantitative importance
of each type of error. They are defined asfollows:

560 =150 e

number of rulesm the set Q.

I()I

M;(r) = (10); M(r)= (11) and M(r )- (12) where t is the

5.2.2 Case study

In our case study, the shadowing anomaly coefficient (9) is defined as follows:

Taking into account the quantitative evauation criterion, the shadowing anomaly coefficient
Ms(ry) is greater than the other shadowing anomaly coefficients seeing that r; shadows more
rules. Thus, the shadowing error is more important and will have higher priority in the correction
process. Generally, correcting the most important shadowing rule decreases the number of
shadowed rules.

As long as, the redundancy anomaly coefficient My(r;) is greater than the other redundancy
anomaly coefficients seeing that ry is redundant to more rules. Therefore, the redundancy error is
also important and will have higher priority in the correction process.

As defined below, the quantitative coefficient M is based on the number of rules of each sub-set.

Although it gives us a first indicator of the anomalies severity importance, nevertheless, some
reserves can be expressed:
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« The indicators Mg(r;) or Mg(r;) can be very bad (approximate to 1) but not really critical
seeing that thisrule can be rarely activated.

« In the same way, the indicators Mg(r;) or Mc(r;) can be very good (approximate to 0) but
probably points out a serious problem if thisrule is often activated.

To remedy to the previous reserves, we propose a complementary metric called semantic
evaluation. This metric takes into account the semantic of the services involved in the anomaly
and gives us an overview of the rule vulnerability degree.

5.2.3 Semantic importance evaluation

To propose such a metric, the administrator will order rules regarding one or more filtering
atributes (except the attribute "Decision”). As an example, for an e-commerce website, the
administrator will give importance to the port 8080. For an FTP server, it will give importance to
the port 23 and 25.

Let choose for example the attribute "destination port" which is, generaly, the most important
service among the others attributes. In this case, the administrator must classify services offered
by the network according to the importance of "destination port" number.

From this classification, we bind each rule to the service to which it is referred and associate an
indicator relating to the importance of that service. Let's suppose that we have z services in the
network and a rule r; using to a service classified k™ by the administrator. We associate to r; the
vaue

v(r) = zk+1with 1<k <t

If the attribute value is “ANY”, this means that this attribute can take any services value provided
by the network. For this, it is assigned by the value of the best classified service plus one.

Based on v(r;) , we define semantic evaluation coefficients Ms’, Mg’, Mg’ and M¢’ for
respectively the defined sub-sets S, G, R and C asfollows :

M (r) v (13) wherer; belongsto the sub-set S
" Max(v(r)) +1

M'.(r) - vo (14) wherer; belongs to the sub-set G
" Max(v(r)) +1

M. (r) - vb) (15) wherer; belongs to the sub-set R
" Max(v(r)) +1

M'.(r) :L (16) wherer; belongsto the sub-set C
7 Max(v(r)) +1

5.2.4 Case study

Based on the defined metrics (13), (14), (15) and (16), we suppose that the administrator has
classified the services offered by the attribute "Destination Port ". We notice that, in our case
study, the filtering rules use four destination ports (see Table 1) that are; the HTTP port (80), the
FTP port (21), the TELNET port (23) and the SMTP port (25) classified by importance as
follows:
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1. HTTP (this service will have the value 4-1+1=4)

2. SMTP (this service will have the value 4-2+1=3)

3. TELNET (this service will have the value 4-3+1=2)

4. FTP (this service will have the value 4-4+1=1)

The service ANY, will have the value of the best classified service plus one. In our case, it will
have the value 5.

In our case, the associated values to each rule representing a given service are the following:
v(r)=v(r,)=v(r)=v(r)=v(r,) =4 sincer,, 14, s, rs and r; are related to the HTTP port.
r, ) 2 sinceryisrelated to the TELNET port.

rS) sincergisrelated to the SMTP port.

(r
v(r,
v(
v(r,,) =1sincer isrelated to the FTP port.

v(r,)=v(r,) =5 ryand r; are related to any port.

The four metrics sub-sets Ms’, Mg, Mg’ and M¢’ are calculated as follows:

1 1 5 1 1 _4 —
M '(r,) =M, (rl):g:O,83;MS (r,) =M, (rz)—€—0,66;

MS '(r3) = MG '(ra) = MR |(r3) = Mc '(rg) =

[« NNT;]

4
=0,83; Msv(r4):|\/|R-(r4):Mcu(r4):g:0,66;
4 4
Ms '(rs) :g =0,66; Mcl(rs) :g =0,66

Taking into account the semantic evaluation criterion, we note that:

* Each rule with the destination port value “ANY” gains importance.
» There are rules involved in several errors. For example, rule rz has an impact on all anomalies
categories.

In the next section, we will consider this criterion because it increases the errors severity.

5.2.5 Multi-anomaliesimportance evaluation

Sometimes, a rule is involved in several anomalies. We are talking about “multi-anomalies”
categories. In the case of firewall anomalies, there are simple errors category, double errors
category, triple errors category and quadruple errors category. For example, as presented in the
sub-section 5.2.4, r; is involved in the shadowing error category, the generaization error
category, the correlation error category and the redundancy error category. Also, r, isinvolved in
the shadowing error category and the redundancy error category. These categories are detailed as
follows:

. Simple error category: The simple error category is defined as follows:
EO(snR)Or0(SnG)Or0O(SnC) O

‘O(RNG)OrO(RNC)O,0(Gn C)%(ﬂ)

SM:%D(SDRDG 0c) O
B
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. Double errors category: The double error category is defined asfollows:
FEO(SnG)O(snR)O(Snc)O(GnR)O(GnC)O(RNC)F =

DB = 18
B]@D(SmeR)DnD(SnGnC)DnD(SmRmC)DnD(CanG)&E( )

. Triple errors category: Thetriple error category is defined as follows:

TR={rOfSnGNR)O(SnGnC)O(SnRNC)O(GNRNC)EIO(SnGnRNC)} (19)

. Quadruplet errors category: The quadruplet error category is defined as follows:

ab={SnGnRnC}(20)

In order to show the impact of the multi-anomalies categories, the administrator will associate a
weight to each category of error. In the case of firewalls, if aruler; belongs to the SM category, it

will associate to it a coefficient M, (r) =M (r) =M. (r) =M, (r) =0,25. If arule r; belongs to the
DB category, it will associate to it a coefficientM;(r) =M, (r) =M. (r) =M_(r) =0,5. If aruler;
belongs to the TR category, it will associate to it a
coefficient M, (r) =M. (r) =M, (r) =M_(r) =0,75 and finally, if a rule r; belongs to the QD
category, it will associate to it a coefficient M, (r) =M. (r) =M. (r) =M, (r) =1.

5.2.6 Case study

Based on (1), (2), (3) and (4), rulesinvolving anomalies arery, 1y, I3, I4, Is and rs. Applying (17),
(18), (19) and (20), in our case study, we have:

-r, OSM={S}, it will have a coefficient M,(r,) =0,25

-r. OSM={C}, it will have a coefficient M_(r,) =0,25

-r, DB ={S N R}, it will have a coefficient M,(r,) =M,(r,) =0,5

-r, DB ={S n R}, it will have a coefficient M;(r,) =M, (r,) =0,5

-r, OTR={S N R n C}, it will have a coefficient M,(r,) =M, (r,) =M(r,) =0,75
-r,0QD={SNnGNRnNC},itwill have acoefficient M, (r,) =M (r,) =M.(r,) =M, (r,) =1

6. CLASSIFICATION OF THE ANOMALIESIMPORTANCE (STEP C)

In section 5, we have proposed, for each rule, three metrics M, M' and M". Gathering these three
metrics together give us an interesting measure MM'M" that we can incorporate either in an audit
process or for assessing security component vulnerability.

In this section, we will exploit this measure and classify the anomalies severity importance
relatively to the shadowing anomaly importance. The purpose of this classification is to
schematize the impact of the shadowing anomaly severity in arule. Also, this classification will
determine the vulnerable services and sources of attack rules. The exploitation of these results
will alow the administrator to decide the order of rules correction and review the security of
important services. For a significant evaluation, we propose a classification based on acceptable
thresholds. In the next section, we will classify only the shadowing anomaly. The same study can
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be made for other types of anomalies i.e. the generdization, the redundancy and the correlation
anomalies.

6.1 The shadowing anomaly importance classification

In this section, we suppose that the administrator has defined acceptable shadowing
thresholdssiv,, sv, and sy, for respectively M, M, and v, metrics. According toM, M, and
M; values, we propose the following notations:

» M,"if thevalue M, < sm,and wv, if thevalue M, > SV

« M,"if thevalue M, < SM,and M.™ if the value M, > SM,

* M,"if thevalue M, < SM.and M." if the value M, > SM.,

In this way, we can classify the shadowing importance degree compared to the associated SV, ,
SM, and SM, values. The shadowing anomaly importance degree in a rule can belong to one of
the eight following classes:

MMM MMM MMM MMM MMM, MMM MMM

M, M, M~

Figure 2, gives a classification of the eight shadowing anomaly importance classesin arule from
the worst one (M,"M, M, ) to the best one (M, "M,"M.").

MMy Mg MM MMM, MM, M, MMM, M,

o
U3 t,

MMy My™ MMM

w

Figure 2. Classification of the shadowing anomaly importance classes

Theideal isthat the rule belongs to the classM, "M, "M, " i.e. the three metrics are lower than their
respective thresholds SM, , SM and SM . A rule belonging to the class MM, "M, is a critical
rulesince all its metrics are higher than their respective thresholds SM; , SM and SM .

In figure 2, we notice that the measure classes M"M, M. and M'M,'M," (as far as
M, "M, "M,” andM,"M,"M.") are classified with the same rank. From our point of view, the

semantic measure M, and the multi-anomalies measure M, are equivalent considering that they

have generally the same importance. However, the administrator can give more importance to one
of these two metrics and thus change the classification.
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6.1.1 Case study
Based on the shadowing evaluation metrics defined above, we suppose that the administrator has

fixed the thresholds values as follows: sm, =0,2;5M, =0,7andsm. =0,6. If we take the
shadowing rule r, values: v (r,)=0,333; m,(r,)=0,83and m;(y,)=0,5 ( See sections 5.2.2, 5.2.4

and 5.2.6) , this latter belongs to the class M, M, "M." (see figure 3). This dlassis 5" according
to the proposed classification in figure 2, which impliesthat the ruler, is critical.

MMy Mg MMM, MMM MMM MMM M MM

g —»

MMM, MMM,

Figure 3. The rule r; shadowing anomaly importance representation

To further specify the impact of the shadowing rule r, we will illustrate its evaluations values
relatively to the acceptable thresholds defined above in athree-dimensional benchmark composed
of three axes. the axis Mg, the axis M’s and the axis M”s. In figure 4, the thresholds val ues defined

above represent the vertexes of the green triangle. The shadowing r, evaluation valuesiy, (G)v
M, (r,) and M; (r,) represent the vertexes of thered triangle.

Any red triangle included/coinciding in/to the green triangle indicates that its metrics values are
acceptables. Exceeding any side of the triangle indicates that the corresponding measure is
critical.

‘MS

0,1

Figure 4. Therule r,; shadowing anomaly evaluation metrics representation
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In our case study, the vertexes of the red triangle represent the rule r; evaluation values. We note
that these latter exceed those of the green triangle on the side of axes Mg and M’s. Based on
resultsreturned in sections 5.2.2 and 5.2.4, thisisexplained asfollows:

-From the side of the axis Mg, the quantitative measure Mg (r;) exceeds the threshold SM, thisis
due to the large number of rules masked by r;.

-From the side of the axis M’g, the semantic measure M’(r;) exceeds the threshold S M’s. Thisis
due to the value ANY in the “destination port” attribute, that accepts all incoming flow and
therefore, this port can be easily attacked.

7. CONCLUSION

In this paper, we evaluated the severity importance of anomalies with 3 manners; a quantitative
evaluation, a semantic evaluation and a multi-anomalies evaluation. The quantitative evaluation
showed us the number of rules involved in each type of anomaly. However, this first metric lack
of semantic i.e. it does not display the impact of the anomaly on the security component base
rules. As a complementary metric, we have defined the semantic metric. This metric allows us to
determine the degree of vulnerability of each service involved in the anomaly. In addition, we
noted that there are rules involved in more than one anomaly. Therefore, we proceeded to a
"multi-anomalies’ assessment to show the impact of anomaies combination on the rule. In
addition, we exploited this information by classifying the impact of these errors on the network
security by a set of diagrams.
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