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ABSTRACT 

 

Multichannel MAC protocols have become a design choice of wireless access networks as they increase the 

achievable throughput. However, the implementation of a common control channel has been a challenge. 

The common control channel challenge has not been investigated in opportunistic networks where the 

availability of medium is temporary and unpredictable. The uncertainty of the availability of the channel 

coupled with the common control channel challenge makes this area an interesting research topic. 

Unfortunately, this challenge requires further investigation in Cognitive Radio Ad Hoc Networks 

(CRAHN), a promising next generation technology. The challenge makes an interesting study in CRAHN 

given the opportunistic access and use of channels.  Given a hypothetical spectrum hole of any size coupled 

with the implementation of a control channel in a multi-channel environment, how much of good put can be 

realized and be effectively utilized for data transmission. We investigate the common control channel 

challenge in CRAHN through network simulations. The opportunistic nature of CRAHNs in the presence of 

the common control channel challenge is investigated. The simulation results show that the combination of 

the control channel challenge and the size of the spectrum hole degrade gracefully the network. 

Furthermore, the size of the spectrum hole has a bearing on good put. The results show that a big hole 

improves performance. Unfortunately, the opportunistic attribute of CRAHNs does not guarantee desirable 

spectrum holes.  
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1. INTRODUCTION 
 

The paper examines the effects of the common control channel and the size of the spectrum hole 

Cognitive Radio Ad Hoc Networks (CRAHN).  The multi-channel approach is envisioned as one 

of the possible strategies which can be employed to increase the achievable bandwidth. On the 

other hand, the implementation of CRAHN addresses the scarcity and inefficient utilization of 

spectrum. The two techniques do complement each other in availing the much needed bandwidth 

in the wireless next generation networks (WNGN). However, the implementation and the 

saturation of the control channel is a challenge which requires further investigation. The common 

control channel is perceived to be a system bottleneck which degrades wireless access networks. 

The impact of the common control channel is expected to be huge when a small spectrum hole is 

smaller as compared to bigger ones. The paper explores and presents an in-depth analysis of the  
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performance of the common control channel in congested networks. Extensive simulations show 

that the capacity of the control channel degrades the performance of networks with high traffic 

loads. The size of the spectrum hole has also an effect on the performance of the networks; A 

small hole constrains the network while a bigger one avails more data transmission opportunities. 

The common control channel challenge is investigated in scenarios with different number of 

channels ranging from 2 to 15 data channels. For each scenario, the number of nodes was 

increased steadily from 4 to 30. The following scenarios in terms of t he number of nodes were 

considered: 4, 6, 8, 10, and 30. 

 

The paper is structured as follows: summery of multi-channel MAC schemes in CRAHN is 

presented in Section II. The related work is analyzed in Section III. Section IV and V, presents the 

simulation design and simulation results. The paper is concluded in Section VII. 

 

2. MULTI-CHANNEL MAC SCHEMES 
 

Multichannel MAC protocols increase the capacity of existing wireless access networks. Multi-

channel MAC protocol designs have demonstrated some encouraging results. The schemes have 

shown an increase in achievable throughput is possible.  As a result, multichannels have been 

considered in CRAHNs. Unfortunately, the emphasis has been on capacity. The common control 

channel challenge has not been investigated in opportunistic networks. This challenge requires 

further investigation in the context of CRAHNs. The common control channel challenge is 

investigated and how the size of the spectrum hole impacts on network performance. The size of 

the spectrum hole is also considered in relation to the achievable throughput. 

 

There are a few configurations of multichannel systems which have been considered in research, 

for example multi-radio multi channel networks and single radio and multichannel networks. A 

single radio multichannel network is considered in the context of CRAHNs in this paper. The 

impact of the common control channel has been investigated elsewhere however; to the best of 

our knowledge its impact on opportunistic CRAHNs with varying sizes of spectrum holes has not 

been investigated.  We explore the common control channel challenge in CRAHNs and 

investigate the saturation problem in detail, in different possible network scenarios. The paper 

contributes to the e implementation of multichannel CRAHNs networks. 

 

3. RELATED WORK  
 

The implementation of a common control channel in CRAHNs presents a number of design 

challenges. The control channel scheme leads to the saturation problem cited in [1] and [2]. In 

addition, the design of a global control channel is another option in CRAHNs. However, due to 

the opportunistic use of spectrum, the existence of such a global channel may be a design 

challenge. As a result, local control channel and switchable schemes have been proposed as 

possible solutions. However, despite the challenges of the global control channel approach, such a 

design challenge is preferred. The global control channel facilitates network connection and 

provides a secondary user (SU) with a platform to detect a PU and share sensing information. The 

information on PU activities can be determined and shared in a distributed manner subject to 

challenges cited in [3] and [4] through the control channel however, an always on control channel 

is desired and  its reliability facilitates the discovery of neighbouring  nodes in the CRAHNs [3].  

In [5] the implementation of the control channel is subject to high signaling cost; however, though 

it saturates, its design is significant in network setup and in the exchange of control messages and 

in the sharing of the spectrum information. 

 

One of the design challenges of CRAHNs is the optimization of sensing and transmission 

durations which impacts negatively on the achievable throughput. The shorter sensing times are 
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desired however the PU detection accuracy should not be compromised. Such optimization relies 

on the availability of network wide sensing information and network cooperation [5]. The sharing 

of the sensing information can be possible given the availability of a global control channel which 

also facilitates cooperation among nodes in a distributed manner. This shows the significance of 

the control channel in CRAHNs which should be designed to address the saturation challenge. 

 

As noted in [2], the design of a global control channel is a challenge however; the local control 

channel design approach can addresses the need for local observation, cooperative sensing and the 

sharing of spectrum information sharing at a local level. This facilitates cooperation in spectrum 

sensing and sharing [6].  Furthermore, the localization of the sensing activities in a cooperative 

manner can be considered as a design option which addresses mobility challenges.  

 

Global control channel schemes are also proposed in [7], [8],[9], and [10]. However, the schemes 

do require global synchronization which is a challenge in wireless networks.  In [11] and [12] it is 

envisioned that synchronization may be possible in a localized environment at the expense of 

higher overheard costs due to the need to coordinate local sensing and information sharing. This 

overheard leads to common control channel challenge which is examined in this paper. 

 

In [13], [14], and [15] schemes implementing local control channels are proposed. Techniques 

such as clustering are employed in the design of a local control channel. 

 

A number of multi-channel MAC schemes have been designed to address different challenges. 

They are designed to address the following challenges, throughput, Hidden Terminal problem, 

and the Missing. The scheme in [16] addresses the HTP. The common control channel challenge 

was not investigated. In [17] a scheme optimized for capacity oriented scheme is proposed 

however the common control channel challenge was also not investigated. A reconfigured version 

of this protocol is proposed in [18]. The scheme does not examine the impact of the common 

control channel challenge on network performance. The two protocols are capacity based and the 

impact of the common control channel challenge was not investigated. 

 

A common control channel protocol is proposed in [19], with its improved version is proposed in 

[20]. The two schemes are capacity oriented; the common control channel challenge was not 

examined. There is therefore a need to common control challenge in the context of capacity or of 

improving the end-to-end throughput. The performance and capacity of the common control 

channel challenge has an effect on network capacity. Furthermore, the saturation challenge may 

be explored in access networks such as the CRAHNs. The CRAHNs is the promising candidate of 

the WNGN. Our paper analyzes the impact of the size of the spectrum hole and the capacity of 

the network in the CRAHNs through analytical and network simulations. To this end, we 

investigate the saturation challenge in different network scenarios.   

 

In [21] a single transceiver scheme is proposed, however, it does not implement the common 

control channel. Works in [22], [23] and [24] implement similar capacity based schemes. The 

optimization of upper bound capacity requires attention as its design impacts on the performance 

of the network. 

 

The scheme in [25] implements a common control channel with a single transceiver. The 

saturation problem was investigated in the absence of channel switching costs. Furthermore, the 

saturation challenge was not rigorously examined in different network scenarios. The switching 

cost effects network performance as two switching costs are involved. The switching penalty is 

set to a maximum value of 224µs [26], [27], [28], and [29]. The total switching cost for the 

penalties – for the two channel switching delays, to and from a given data channel is 448µs,  
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which is a significant cost. We added the two channel switching delays in our simulation 

environment. Furthermore, the common control channel challenge in the context of CRAHNs in 

different network scenarios is investigated.   

 

Different approaches are proposed in [30] to [37], schemes which implement random home 

channels [31], the quiescent channels [32], the default channels and, the fixed and the switchable 

transceivers [35]. The schemes partition the network. Furthermore, a temporary control channel is 

implemented in these schemes; as a result high channel switching cost is incurred due to frequent 

channel switching. The protocols however, do not investigate the common control channel 

challenge in multichannel MAC schemes and the implementation of upper bounds schemes. 

 

4. ANALYTICAL MODEL 
 

Cognitive networks are characteristic with the co-existence of primary and secondary spectrum 

users. The primary user (PU) is the owner of the spectrum and its usage of the spectrum should 

not be interfered with. The PU enjoys an uninterrupted usage of the spectrum every time is in 

session. An idle PU has to be protected and given uninterrupted access to the spectrum when it 

decides to utilize the spectrum. This means that the PU requires protection when it is using, and 

when it is not using the spectrum. The most critical one is when the PU is not using the spectrum. 

This critical in the sense that when a PU appears, other users are expected to vacant the spectrum 

and make sure they do not interrupt it. On the other hand the secondary user (SU) is an 

opportunistic user of the spectrum. It is a user who does not own the spectrum but would want to 

use it as and when it is not in use. The design issue is the positive identification of a PU and 

ability to differentiate the activities of a PU from other SUs. 

 

The opportunistic usage of the spectrum by SUs and their coexistence with PU is depicted in Fig 

1. The SU has to identify spectrum holes, which are durations in which the PU is idle. When the 

PU is not active, the spectrum lies idle. The SU then utilizes the spectrum during these inactive 

periods. When the PU begins transmitting the SU has to vacant the spectrum immediately and 

move to the next vacant spectrum. In fig 1, there are three spectrum holes which are available to 

the SU. As indicated by the arrows, the SU will transmit first in the first spectrum hole. When it 

detects the PU, it jumps into the hole in the next frequency band. While in the next band, when 

the PU appears, the SU has to jump into the third hole to continue it transmission. However, Fig 1 

assumes that these holes are big enough to allow the SU to engage in meaningful transmission. 

This is the general assumption which may not always be the case. If the hole is not big enough, 

the SU not fail to complete its transmission resulting in the wastage of bandwidth and the need to 

retransmit packets. 
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Figure 1. Opportunistic utilization of spectrum holes by secondary users during the absence of the primary 

users [39] 

 

We characterize the effect of the size of the spectrum hole in Fig 2. The model clearly shows that 

he size of the spectrum hole matters; otherwise it may cause a number of retransmission and 

network congestion.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Utilization of spectrum holes 

 

Assuming that frequency x, has five frequency bands counting from bottom up and that we have 
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transmit a single packet which going to be positively acknowledged. The second attempt will not 

succeed because the PU will appear after the exchange of RTS and CTS packets. An attempt to 

jump into the hole in band two would succeed given that it is already occupied by another SU. 

The SU-2 in band-2 fails to receive a positive ACK packet as a result the bandwidth would be 

wasted necessitating the need for retransmission. The second spectrum holes in both bands 1 and 

2 accommodate only an RTS packet which also wastes bandwidth. 

 

The first hole in band-3 allows the SU to exchange only the RTS and CTS packets before the PU 

appears while the second hole is big enough for the successful transmission of one data packet. 

Band-4 hole accommodates only data transmission and the second attempt ends with only an RTS 

packet having been transmitted. Lastly, band-5 has two holes which are not big enough for data 

transmissions to be scheduled in them. 
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The model demonstrates that the size of the spectrum hole is significant. The availability of the 

spectrum is not fundamental but their size. SUs can still fail to utilize the available hole due to 

their size. Depending on the activities of other SUs, a given SU may not be able to hop from one 

spectrum hole to another to complete its transmission. Having occupied the first hole, when it 

fails to access the next one, it wastes bandwidth which may also lead to numerous 

retransmissions. On the other hand retransmission may lead to the congestion of the frequency 

bands. Finally, when these scenarios are considered in the light of the common control channel 

challenge, a severe degradation of the performance of the network is expected. These may cause 

SUs to fail to transmit successfully in holes which they have done so in the absence of the 

common control channel challenge. There is therefore need to analyze the performance of 

cognitive networks in the presence of these challenges. The correctly detection of the activities of 

PUs and the available spectrum holes do not address these challenges. 

 

5. SIMULATION MODEL 
 

The simulated scenarios were investigated in the NS 2 network simulator. The simulation was 

based on the IEEE 802.11 standard implemented in NS 2. The details of the simulation 

parameters are depicted in table 1.  Five main networks were evaluated and in each of the five 

fourteen scenarios were examined. The networks were categorized by size in terms of the number 

of nodes in a network. The number of nodes range from 4 to 30. The simulation environment 

consist of one common control channel set aside for signaling purposes and the rest where 

earmarked for data transmission. Furthermore, all the channels were assumed to be two Mbps. 

The table below depicts all the parameters and their associated values which were considered in 

the evaluation. 

The saturation challenge was investigated in an NS 2.28 simulation environment. The 

environment had a multi-channel patch installed. For routing purposes the No Ad Hoc (NOAH) 

routing protocol was used. The network scenarios consisted of one control channel and one radio. 

The multichannel switching cost was set to 224µs. The number of data channels was increased 

steadily from 2 to 15 resulting in 14 different network scenarios. Given these network scenarios, 

the saturation challenge was well investigated 
Table 1. MAC Layer and other Parameter Settings 

Parameter Value 

  

SIFS 10 µs 

DIFS 50 µs 

EIFS 364µs 

CIFS 56 (µs) 

Slot time 20 µs 

Data rate 2 Mbps 

Basic rate 2 Mbps 

Channels 2,3,4,5,6,7,8,9,10,11,12,13,14,15 

Switching time 224µs 

Packet size 1000 bytes 

CW max 1023 

CW min 7 

Short Retry Limit 7 

Long Retry Limit 4 

PLCP Length 192 bits 

PLCP rate 1 Mbps 

RTS 20 bytes 

CTS 14 bytes 

ACK 14 bytes 

MAC Header - Data 28 bytes 

MAC Header rate Basic rate 

Routing Agent NOAH 

Network Sizes 4,5,6,8,10 and 30 nodes 
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The channels were assumed to be orthogonal for experimentation purposes. The different network 

sizes were designed to evaluate the impact of the control channel saturation challenge. General 

network topologies which were fully connected were considered in the simulations. For each 

scenario, at least 10 simulations were run each for 300 seconds, the simulation time. The results 

presented in the next Sections are averages of these simulations which were run to effectively 

investigate the effects of the common control channel challenge. The x axis depicts the number of 

data channels which were considered for the 14 different networks in terms of the number of data 

channels involved. 

 

6. SIMULATION RESULTS 
 

We present and analyze simulation results in this Section. The simulation environment was 

modeled according to Table.1 and its detailed description was presented in Section IV.  The effect 

of the common control channel challenge was investigated as the number of data channel was 

increased from 2 to 15. Furthermore, different network sizes and scenarios were examined.  The 

different scenarios were designed to adequately investigate the common control channel 

challenge. Figure 3 depicts the performance of a network with 4 nodes. 

 

Fourteen scenarios with different number of nodes were investigated. The data channels were 

increased from 2 to 15.  The first network had two data channels, and thereafter, they were 

increased steadily to 15. The largest network had 15 data channels. In Fig 3, the network 

performance kept on fluctuating between 5.42 and 5.45 Mbps as the data channels were increased 

steadily from 2 to 15 data channels.  A recurring pattern was observed between two and ten 

channels. The achieved throughput increased from the data channels added to four data channels. 

Thereafter, it decreased when the data channels were increased to five. This same pattern was 

then repeated between six and ten channels. The achieved throughput however, was the same in 

networks with eight and nine data channels. After the 10th data channel, it increased marginally 

before decreasing and exhibiting signs of saturation.  

 

 
 

Figure 3.Achievable Network Throughput in a Network with 4 terminals 
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The saturation problem was noticeable from the ninth data channel. The achievable throughput 

began decreasing until the fifteenth data channel. This shows that the effect of the saturation 

problem becomes more severe in overloaded and congested networks. In the following results in 

Fig 4, we further investigate common control channel challenge. In this case, we investigate the 

performance of the buffer queues in the presence of the saturation challenge in similar set up. 

 

 
 

Figure 4. Investigating the effect of the saturation on Packet Drop Rate 

 

As it can be seen in Fig 4 above, the packet drop rate kept improving from the two channels to 
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throughput results. The results of the packet drop rate in general, seem to be improving. In the 
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Figure 5.Achievable Network Throughput in a Network with six nodes 
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The achievable throughput did plateau at 8 Mbps between the fifth and the fifteen data channels 

after it had increased from 3Mbps in the second data channel. The effect of the saturation problem 

causes the control channel to fail to coordinated and schedule more data transmissions, as a result, 

it causes a system bottleneck. The number of channels does not increase the achievable 

throughput when the control channel had saturated. The results of the packet drop rate in Fig 6 

show a similar behaviour. Its performance improves and then remains unchanged just below a 

packet drop rate of fifty packets per second. However, this is higher than the drop rate observed in 

Fig 4. This depicts that the network size and the amount of traffic has an effect on the saturation 

problem.  The severity of the saturation problem increases with the increase in congestion. 

 

 
 

Figure 6.Packet Drop Rate in a Network with six nodes 
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Figure 7.Achievable end-to-end Throughput in a Network with eight nodes 

 

It can be noted that the saturation levels remain unchanged. For example, in Fig 5, the achievable 

throughput is 4/3 Mbps per each node which is the same average achievable throughput which 

was realized in Fig 9. However, in Figs 7 and 9 it is lower due to the effects of the saturation 

problem. The saturation challenge is not severe in Fig 9 due to spatial reuse. There is therefore a 

need to improve the efficiency of the network through design ingenuity instead of relying on 

spatial reuse. However, despite the spatial reuse, the effects of the saturation problem are still 

evident. The network in Fig 9 did plateau after the third channel as opposed to the sixth channel 

in Fig 8. This clearly demonstrates the effects of the saturation problem.  

 

 
 

Figure 8.Achievable end-to-end Throughput in a Network with 10 nodes 
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Figure 9.Achievable Network Throughput in a Network with 30 nodes 

 

In the throughput results, with the exception of Fig 3, the achievable throughput increased from 

its minimum to its maximum as the spectrum hole remained available. The size of the spectrum 

hole affects the achievable throughput in the sense that if the available transmission time is very 

short, very few or no packets can be transmitted. The achievable throughput rises from its 

minimum to its maximum given the availability of the spectrum hole. However, it does not 

continue to rise due to the effects of the saturation problem. The small spectrum hole therefore 

constrains throughput, while a bigger one enables nodes to realize more achievable throughput.  
 

 
 

Figure 10.Packet Drop Rate in a Network with eight nodes 
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Figure 11.Packet Drop Rate in a Network with ten nodes 

 

 
 

Figure 12.Packet Drop Rate in a Network with thirty nodes 
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those in Figs 10 and 11. The poor performance was caused by the by the common control channel 

challenge which worsens in large networks. 
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Figure 13(a). Average Achievable throughput in the five network scenarios        (b). Average Packet Drop 

Rate in the five network scenarios 

 

Fig 13 depicts the average results of all the network scenarios which were investigated. Fig 13(a) 

shows the average achieved throughput in the five different networks investigated in this 

simulation, while Fig 13 (b) depicts the average packet drop rate in these five network scenarios. 

In Fig 13(a), the increase in the achievable throughput is not linear to the network size due to the 

common control channel challenges while Fig 13 (b) the average packet drop rate increases 

exponentially. The increase in the average packet drop rate at such a fast rate was caused by the 

common control channel challenge. 

 

7. CONCLUSION 
 

The results of the investigation show that both the saturation problem and the size of the spectrum 

hole have an effect on the performance of the Medium Access Control protocols. The results 

show that these two challenges degrade the performance of the networks. The effect of the 

common control channel challenge is clearly depicted in Fig 13 (b), in which the average packet 

drop rate worsens at an exponential rate. As the network increases, the packet drop rate degrades 

gracefully. The degradation of the average packet drop rate is caused by the common control 

channel challenge in networks with heavy loads or networks with ever increasing traffic loads. On 

the other hand, the size of the spectrum hole and its effect on the network performance can be 

correlated with the available transmission time. The network takes time sensing channels and 

communicating the spectrum sensing information. The transmission time is therefore reduced. 

Given a small spectrum hole, signalling will constitute a larger percentage impacting negatively 

on the available bandwidth which can be ear-marked for data transmission. There is therefore a 

need to reconfigure transmission and sensing times. The effect of the common control channel 

challenge given a relatively small spectrum hole becomes huge.  
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